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A FLEXIBLE EXPERIMENTAL SYSTEM FOR COMPLEX
MICROASSEMBLY UNDER MICROSCALE FORCE AND
VISION-BASED CONTROL

Hui Xie, Weibin Rong, and Lining Sun
Robotics Institute, Harbin Institute of Technology, Harbin,
People’s Republic of China

A flexible experimental system developed for efficient and stable complex microassembly is

presented. The system consists of a set of modules that can adapt their shape and function to

various assembly tasks. Due to the basic limitations of microscopic vision, a wavelet-based

focus measure to obtain both high precision and robust autofocusing, a control scheme with

a modified Smith predicator to decrease the inherent time delay of vision systems, and

microscopic vision/force integration to control the assembly tasks are proposed. A smart

3-D PVDF (Polyvinylidence Fluoride) force sensor is employed to sense the interactive

force. Analysis and microassembly of three planetary gears demonstrate that this system

has high flexibility.

1. INTRODUCTION

An important trend in the design and development of microassembly systems is
their versatility, flexibility, and robustness to achieve small and medium sized
batches assembled in an economical way. Different microassembly systems have
been reported (Vikramaditya and Nelson 1997; Eberhardt et al. 1997; Woern et al.
2000) including the microassembly of micro-mechanic, opto-electronic, and micro-
fluidic devices. Due to the characteristics of these microparts, corresponding
manipulation methods, grippers, fixtures, and positioning systems have been
developed (Santa et al. 1999; Lee and Kang 2003; Ralis et al. 2000). The microassem-
bly task has many demands, including accuracy, workspace, and manipulation
capacity. It is difficult to design a microassembly system with a fixed structure that
is versatile and accurate to meet many task requirements of microassembly. How-
ever, a flexible microassembly system can offer adaptability without incurring a
higher cost, while at the same time offering new functionalities for various microas-
sembly tasks. There are a growing number of flexible systems that have been
developed (Maeda et al. 2003; Sugi et al. 2003). These systems aim at many desirable
characteristics including versatility, flexibility, and robustness. An economical
reconfigurable assembly system with low cost sensors and actuators was designed
to handle fiber-optic and micro-optical components (Popa et al. 2002). Relations
between system adaptability and flexibility were presented, and the method to
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achieve task-oriented configuration of reconfigurable robotic systems was developed
(Bi et al. 2003).

Optomechatronic integration is an essential part of the development of flexible
microassembly systems due to the importance of microscope optics to microassem-
bly (Yang et al. 2005). In our system, microscopic computer vision plays a funda-
mental role in the microassembly task, and it is employed along with a smart 3-D
PVDF force sensor for the microassembly tasks.

This article presents the flexible system design for complex microassembly and
is organized as follows. Section 2 presents the hardware architecture of the flexible
system in detail. A new wavelet-based focus measure and a control scheme with a
modified Smith predicator (MSP) to eliminate the inherent time delay of visual
servoing are introduced in Section 3. Microscopic vision=force integration techni-
ques are introduced in Section 4. Microassembly of planetary gears is presented in
Section 5. Conclusions are discussed in Section 6.

2. SYSTEM ARCHITECTURE AND OPERATION

2.1. Microassembly Task Descriptions

Microassembly systems with high precision, flexibility, robustness, and dex-
terity are essential to micro electronic mechanical system (MEMS) and micro-optical
electronic mechanical system (MOEMS) fabrication. Our research aims at building a
microassembly system that can achieve a set of MEMS and MOEMS assembly tasks.
Application examples include silicon pressure sensor bonding, miniaturized gear sys-
tem assembly, and fiber-optic component handing (Sun et al. 2005). In this study,
assembly of a miniaturized gear system is introduced. Figure 1 shows the miniatur-
ized gear system, with an outer diameter of less than 2.0 mm. The miniaturized gear
system consists of nine components with a module of 0.03, including three planetary
gears, a sun gear, a fixed annular wheel, an output, internal toothed wheel, a frame
base, an output, and an input shaft. In our experiments, the task is to assemble three
planetary gears into the base frame under the navigation of vision and force.

The requirements of the assembly are complex and have to be taken into con-
sideration during the design and fabrication process. In our experiment, the MEMS

Figure 1. Microassembly of the miniaturized gear system.

82 H. XIE ET AL.

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

id
ad

 d
e 

Se
vi

lla
] 

at
 0

3:
30

 1
8 

N
ov

em
be

r 
20

14
 



gears, fabricated by LIGA technology, are arrayed on the wafer substrate. As
Figures 2a and 2b show, the planetary gears and base frames are fabricated onto the
substrate with the same arrangement. The space between each of the four microparts
is 2.5 mm� 2.5 mm, which is enough for the successful grasping without interference.

2.2. Microassembly Process Flow

Compared with previous microassembly work, such as manipulating a glass
fiber into a V-groove (Zhou et al. 1998) and the assembly of opto-electrical compo-
nents (Kim et al. 2003), the assembly of a miniaturized gear system is more complex
and challenging. As Figure 1 shows, the assembly flow is ‘‘from bottom to top.’’
Microparts like the shaft and the housing components are manufactured by pre-
cision engineering methods and have chamfers, so the assembly of these components
is relatively easy. Therefore, the following explanations will concentrate on the most
crucial assembly tasks of the planetary gears. The whole assembly process is
performed as follows (Xie et al. 2005).

2.2.1. Grasping and Transferring After the system is initialized, a planetary
gear is picked up and then moved to the desired assembly position under the
navigation of microscopic visual servoing.

Figure 2. Illustrations of miniaturized gears: (a) the array of the internal toothed wheel and sun gears on a

wafer; (b) the array of planetary gears on a wafer; (c) the binary image of the planetary gear, where O is the

centroid of planetary gear; and (d) the binary image of the base frame with marks onto the surface of the

sun gear and annular wheel, where O1, O2, and O3 are the midpoints of each two radial marks.
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2.2.2. Searching A fuzzy PID controller is used to control the contact force
of the z axis and a logic strategy is used to search the engaging state between the
planetary gears and the base frame by the force feedback on the X-Y plane.

2.2.3. Inserting A movement named ‘‘tolerance compensation movement’’ is
used to overcome the blocking circs during the inserting step and safely achieve non-
destructive assembly.

2.3. Detailed System Architecture

The flexible experimental microassembly system shown in Figure 3 consists of
the following functional units.

2.3.1. Microscope and Imaging System This unit provides image captur-
ing. In the microassembly system, one microscope (HIROX MX-5030R, 1��6�)
and imaging system is used to obtain a top view of the assembly parts. The magni-
fication is adjustable to view various sizes of microparts. Images are captured using a
PCI frame card (Da-Heng CG400). For high resolution motion on the optical axis of
the microscope, a linear motor driven motion stage that travels 7.5 mm and has a
step resolution of 0.1 mm is used to provide motion control of autofocusing tasks.

2.3.2. Coarse Positioning Stages The coarse positioning system used for
part feeding and other tasks requires a large workspace. The coarse positioning

Figure 3. The flexible microassembly system: A: the optical microscope and the imaging system; B: the

autofocusing machine; C: the 3-DOF coarse motion stage (positioning); D: the 3-DOF coarse motion stage

(micromanipulator); E: the 2-DOF fine motion stage (positioning); F: the 3-DOF fine motion stage (micro-

manipulator); G: the gripper; and H: the vacuum fixture.
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stages of this system are comprised of five linear positioning stages and one rotary
stage actuated by ultrasonic motors. All the ultrasonic motors are controlled by
a parallel control system, and the feedback data is generated by a precise grating
encoder. Parameter specifications of each stage are shown in Table 1.

2.3.3. Fine Positioning Stages The fine positioning system ensures the given
accuracy demands of joining and assembly processes. As a novel actuator, compared
with other actuators, piezoelectric ceramics have many impressive advantages, e.g.,
high resolution, rapid response, large force per volume, and litter caloric (Zhai
et al. 2000). Therefore, piezoelectric ceramics are the perfect actuator of the micropo-
sitioning stage. In general, an integrated closed loop system used for microposition-
ing is composed of an integrated actuator, an actuator electrical source, a position
sensor, and a controller and zoom mechanics these five components. A set of
piezo-actuated fine positioning stages have been developed in our lab (Qu et al.
2002; Liu et al. 2002). Figures 4a and 4b show the structure of fine stages. Figures
4c and 4d show a 2-DOF linear fine positioning stage and a 5-DOF fine positioning
stage. The corresponding parameter specifications are described in Table 2.

2.3.4. Micromanipulator This unit provides high precision motion control
and stable manipulation for grasping, transferring, and assembling microparts.
The unit consists of a 3-DOF coarse motion stage, a 3-DOF fine motion stage, a
3-D PVDF force sensor, and a microgripper. The specifications of coarse and fine
motion stage units are described in Tables 1 and 2. As Figures 4e and 4f show, a
piezo-actuated gripper with EDM machined clamping jaws is used to manipulate
gears of different sizes (from 400 mm to 2000 mm in diameter). The opening distance
of the jaws is about 200 mm, which is controlled by our modular DSP-based control-
ler. Figures 4g and 4h show the 3-D PVDF force sensor, which has a resolution of
less than 0.24 mN on each axis. It is developed to measure the contact and assembly
force during the manipulation process, to protect the sensitive components from
destruction, and to search the engaging states. Parameters of the PVDF force sensor
are shown in Table 3.

2.3.5. Auxiliary Systems These units include a vacuum fixture for wafer
fixing, a gas supply station, environment control, vibration isolation, etc.

Table 1. Specifications of coarse positioning stages

Specifications

Classification Range (mm) Resolution (mm) accuracy (mm)

Positioning stage

x 150 1.8 6

y 100 1.8 6

hz no limits 0.005� 0.02�

Micromanipulator

x 50 1.0 3

y 50 1.0 3

z 50 1.0 3
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Figure 4. Components of the flexible microassembly system: (a) the structure of 1-DOF Pizeo-actuated

linear positioning stage; (b) the structure of 3-DOF Pizeo-actuated parallel stage; (c) the 2-DOF Pizeo-

actuated fine positioning stage; (d) the 5-DOF Pizeo-actuated fine positioning stage; (e) the Pizeo-actuated

microgripper; ( f ) EDM machined clamping jaws; (g) the structure of the 3-D PVDF force sensor; and (h)

the packaged force sensor.
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3. MICROSCOPIC VISION

3.1. Basic Properties of Microscopic Optics

Optomechatronic integration is considered at a physical implementation level
and an algorithm level. Mechatronic design for physical implementation has been
introduced in Section 2. This section focuses on the algorithm design for microscope
visual servoing. A high resolution microscope is required for high precision
assembly. High resolution optical lenses have large numerical apertures and high
magnifications, which have the basic properties of small field-of-view, limited
depth-of-field, and small working distance (Vikramaditya 2001).

3.2. A New Wavelet-based Focus Measure

Due to the property of limited depth-of-field, each microscopy image will show
certain parts of the specimen in and out of focus. Therefore, autofocusing is a fun-
damental technology for automated micromanipulation, and its essential technique
is the focus measure. A variety of spatial focus measures have been proposed (Groen
et al. 1985; Firestone et al. 1991; Subbarao et al. 1993). These three focus measures,
namely normalized variance (MV), entropy (ME), and energy laplace (ML), have
been reported as the classic and popular focus measures. Among these measures,
energy laplace and normalized variance have been reported to be the most effective
(Subbarao and Tyan 1998; Sun et al. 2004). Recently, two wavelet-based high fre-
quency focus measures have been constructed (Yang and Bradley 2003) in which
the squared one (M2) provides better focus performance than previous spatial
domain operators, and the absolute one provides performance equivalent to that
of the best spatial domain operators. In this section, a new focus measure MW based

Table 2. Specifications of fine positioning stages

Specifications

Classification Range (mm) Resolution (nm) Accuracy (nm)

2-DOF linear stage

x 100 30 100

y 100 30 100

z 50 20 50

3-DOF parallel stage

hx 0.06� 0.00006� 0.0002�

hy 0.06� 0.00006� 0.0002�

Table 3. Calibration results of the 3-D PVDF force sensor

Dimension Sensitivity (mv=mN) Range (mN) Resolution (mN)

X 94.8 �50 0.15

Y 92.9 �50 0.15

Z 62.2 �80 0.24
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on wavelet transform is constructed, which provides significantly better performance
and robustness than previous ones.

3.2.1. Definition The new focus measure is based on the discrete wavelet
transform (DWT). The image blurring is caused by convolution of the origin image
g(x, y) with the point-spread function (PSF), which has a character of an unknown
low-pass filter. So it is easy to understand intuitively that the DWT has this property:
blurring (or defocusing) in the image decreases the energy in the high-pass bands and
simultaneously increases the energy in the low-pass band. When focusing the image,
the high frequency coefficients increase and simultaneously coefficients of low fre-
quency decrease. It can be considered that orthogonal DWT preserves the image
energy. So we propose a square wavelet-based focus measure, which is defined as

Mw ¼
M2

H

M2
L

ð1Þ

where M2
H and M2

L are defined as follows

M2
H ¼

XK

I¼1

X
ðx;yÞ2SLHI

W 2
LHI ðx; yÞ þ

X
ðx;yÞ2SHLI

W 2
HLI ðx; yÞ þ

X
ðx;yÞ2SHHI

W 2
HHI ðx; yÞ

24 35 ð2Þ

M2
L ¼

X
ðx;yÞ2SLL

W 2
LLKðx; yÞ ð3Þ

where S denotes an operator window whose corresponding operator windows in
level-I LHI, HLI and HHI subbands are denoted SLHI, SHLI, SHHI, respectively.
The high frequency coefficients in these sub-bands are WLHI, WHLI , andWHHI.
The Kth level low frequency coefficient is WLLK.

The selection of wavelet bases and performance comparisons of MW with nor-
malized variance, entropy, energy laplace, and wavelet-based squared high frequency
use five image samples obtained under a bright field with 5æ, 25æ, 50� , 100� and
200� magnifications, as shown in Figure 5. The same image sequences are obtained
in the same step on the optical axis of the microscope. For example, the low NA
image sequence under 5� magnification was obtained in 40mm steps. Each image
sequence consists of 49 images, in which image no. 25 is determined to be satisfac-
torily in-focus by human observation.

3.2.2. Performance Metrics In order to make valid evaluations, five metrics
have been used for a systematic evaluation of several focus measures (Santos et al.
1997). In our experiments, the focus measures were evaluated using the following five
performance metrics: accuracy, resolution, number of false maxima, width, and
noise level. The focus measures were ranked according to individual criteria as well
as overall score.

The metrics Accuracy and Resolution are defined as

Accuracy ¼ jZþe � Z�ej ð4Þ

Resolution ¼ r ¼ 1

kMk
X
x2S

ðz� Zf Þ2M2ðzÞ
" #1=2

ð5Þ
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where Z�e and Zþe are the detected neighborhood of in-focus position. The error
allowance e can be chosen by a specified number, in our experiments e ¼ 2.0%.
jjMjj ¼ jjMjj2, which is derived from the standard definition of resolution used in
the statement of the Heisenberg uncertain principle (Mallat 1999), and a similar defi-
nition is used in (Yang and Nelson 2003). This metric can characterize the distri-
bution of the profile of the focus measure and simultaneously characterizes how
well out-of-focus features are suppressed.

3.2.3. Selection of Wavelet Bases Wavelet bases, including Daubechies,
Coiflets, and Symlets with vanishing moments of 4, 6, and 8 and decomposition
depths from 1 to 4, are used to compare the performance of various wavelet bases.
Experimental results show that the Daubechies with 6 vanishing moments under
3-decomposition depth is a good compromise for common microscopy images.

3.2.4. Performance Comparisons By comparing experimental results, one
can see that accuracy, resolution, number of false maxima, width, and noise level
are almost consistently improved for all the focus measure, along with the increasing
of the magnification. In terms of rankings of all the metrics and overall score, mag-
nification differences make little change of focus measures. Table 4 shows the

Figure 5. Images of samples with various magnifications.
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performance and rank of five focus measures using noise-free images according to
individual metric distances and overall score. Each entry is based on eight image
sequences and averaged. By comparing the overall scores, the proposed focus mea-
sure MW is found to provide the best overall performance.

3.2.5. Robustness Comparisons of Focus Measures In order to evaluate
the robustness of the focus measures, each metric distance is computed based on noisy
image sequences. In our experiments, each of the images is corrupted by Gaussian
white noise with standard deviations (STD) 5, 15, 25, and 35, respectively. In this
way, 32 series of 49 noisy images each, are used to compare robustness of the five focus
measures. Table 5 shows the performance and ranks of five focus measures using noisy
images according to individual metric distances and the overall score. Each entry in this
table is based on 32 image sequences and averaged. One can see that the proposed focus
measure provides the best overall performance in robustness evaluation.

3.3. Visual Servoing with MSP

Due to the time-consuming image acquisition, transfer, and processing, the
visual servoing has an inherent time delay, which impedes the system performance.
Previously, the most common method is to decrease the primary gains to increase
damping, thus making the system more robust in the presence of delays. However,
the resultant response of the system will be lowered, leading to a sluggish overall per-
formance. In our research, a control scheme with a similar structure to the Smith
predictor, called modified Smith predictor, is employed to eliminate the vision delay.

3.3.1. Set-up of the Visual Servoing Controller The conventional Smith
predictor was developed for dealing with dead-time problems common to industrial
process where feedback is continuous; that is, the system is a continuous one.
However, the system with a visual servoing is discrete due to the long image

Table 4. Ranking of focus measures using noise-free image sequences

Metrics Accuracy Resolution False max. Width Noise level Overall score

M2 1.41 (3) 1.77 (4) 3.97 (5) 6.82 (4) 1.94 (4) 1.38 (4)

MW 1.14 (1) 1.23 (1) 0 (1) 4.12 (2) 0.20 (3) 0.50 (1)

ME 19.48 (5) 2.62 (5) 0 (1) 32.34 (5) 0.14 (2) 1.79 (5)

MV 2.24 (4) 1.47 (3) 0 (1) 6.46 (3) 0.12 (1) 0.61 (2)

ML 1.42 (2) 1.34 (2) 0 (1) 3.94 (1) 3.02 (5) 1.13 (3)

Table 5. Ranking of focus measures using noisy image sequences

Measures Accuracy Resolution False max. Width Overall score

M2 2.56 (2) 5.95 (4) 9.21 (5) 35.72 (4) 1.59 (5)

MW 1.62 (1) 3.89 (2) 1.69 (3) 4.67 (1) 0.68 (1)

ME 24.97 (5) 6.07 (5) 0.13 (1) 48.00 (5) 1.73 (4)

MV 3.21 (4) 3.52 (1) 1.02 (2) 7.53 (2) 0.82 (2)

ML 2.79 (3) 5.71 (3) 7.02 (4) 28.23 (3) 1.17 (3)
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capturing and processing time of each captured frame. Furthermore, the delay is
variable, depending on the complexity of a given image. Consequently, the original
Smith predictor is not suited for visual feedback, and some modifications are
proposed to overcome these limitations.

In the case of a discrete visual feedback, the feedback is available only every n
step and the system error can only be modified every n step. Therefore, a modified
Smith predictor can store the correction factor until the next visual feedback becomes
available. The MSP for the discrete visual servoing system is illustrated in Figure 6a
(shadow area). Here, t0 is the time at which visual feedback becomes available; the
delay nT of visual predictor loop is equal to the vision delay; P(t0�nT) is an estimate
of output signal at time t0�nT by visual feedback; DbPPðt0�nT ; t0Þ and bPPðt0�nTÞ are
estimates of the displacement from t0�nT to t0; and the actual position of system at
time t0�nT calculated by the joint feedback, respectively. DbPPðt0; t0 þmTÞ is an esti-
mate of the displacement from time t0 to t0þmT; bPP0ðt0Þ is the is calculated from the
actual position at time t0� nT, which is known at time t0 ; and bPPðt0 þmTÞ is the esti-
mation of the current position at time t0þmT (m� n). Due to the time delay, a visual
feedback cycle usually involves several joint feed-back cycles. Therefore the robot’s
current position PðtÞ estimated by the visual feedback only become available at time
tþ nT , where t is the controller cycle time. Therefore PðtÞ is not the robot’s current

Figure 6. Illustrations of the visual servoing system: (a) the visual servoing architecture with MSP; and

(b) the timing model.
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position but the past one. A better control scheme should be used to obtain a better
estimation bPP0ðtÞ of the position at time t based on the visual feedback and the joint
feedback bPPðtÞ. The conventional Smith predictor is suitable for the continuous system,
not a discrete one.

bPP0ðt0Þ ¼ Pðt0 � nTÞ þ DbPPðt0 � nT ; t0Þ ð6Þ

bPP0ðt0 þmTÞ ¼ bPP0ðt0Þ þ DbPPðt0; t0 þmTÞ ð7Þ

where DP̂Pðt0 � nT ; t0Þ and DP̂Pðt0; t0 þmTÞ are defined as

DbPPðt0 � nT ; t0Þ ¼ nT � _bPPbPPðt0 � nTÞ ð8Þ

DbPPðt0; t0 þmTÞ ¼ mT

n
� ðbPPðt0 � nTÞ � bPPðt0 � 2nTÞÞ ð9Þ

where
_bPPbPPðt0 � nTÞ denotes the predicted velocity at time, t0, based on the current

measurement at delayed time t0� nT.

_bPPbPPðt0 � nTÞ ¼ _bPPbPPðt0 � 2nTÞ þ ðDbPPðt0 � nT ; t0Þ � DbPPðt0 � 2nT ; t0 � nTÞÞ=nT ð10Þ

From the equations mentioned above, the estimated position bPP0ðt0 þmTÞ at the
time t0þmT can be described as

bPP0ðt0 þmTÞ ¼ bPP0ðt0Þ þ
mT

n
ðbPPðt0 � nTÞ � bPPðt0 � 2nTÞ ð11Þ

Hence, the required error signal e(t0þ nT) can be defined

eðt0 þ nTÞ ¼ Pðt0 þ nTÞ � bPP0ðt0 þmTÞ ð12Þ

The error signal is then fed into a PID digital controller

uiðnÞ ¼ KP eðnÞ þ ki

TI

Xn

i¼0

eiT þ TD
eðkÞ � eðk � 1Þ

T

 !
ð13Þ

where KP, TD, and TI are the gains of the PID Controller. T is the discrete lower con-
troller sampling time. To avoid the integral windup effect, an anti-windup controller is
used:

ki ¼
0 whenjeðnÞj > e; acts as a PD controller
1 whenjeðnÞj � e; acts as a PID controller

�
ð14Þ

where e is a threshold of the error that can be obtained by experiments. Rapid
response will be obtained when the controller acts as a PD controller, and the steady
state error will be eliminated while the controller acts as a PID controller. The PID
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parameters will be determined through the normal heuristic tuning procedure using
the root mean square of the tracking errors as the performance index.

3.3.2. Time Modeling The vision delay consists of image acquisition, image
processing, and signal transfer time. As a result, one loop takes, at the minimum,
about 60 ms to much more than one second at the maximum. The lower-lever control
loop takes 1=n time of vision delay, which is employed as a computed torque control-
ler. Note that the vision delay is not a constant, which can vary from image to image.
To set up an exact model of the MSP controller, a time model should be introduced.

The vision delay varies from different types of vision processing structures. It
has four configurations of on-the-fly, serial, parallel, and pipeline processing
(Markus 2000). A parallel configuration is employed in our system, where two input
buffers are used to store the image. In this case, the second image buffer is being
filled while the data in the first image is being processed. Therefore, the delay of
one visual feedback cycle is mainly composed of image processing time.

A continuous generic timing model to describe asynchronous vision-based con-
trol systems for the control of industrial manipulator is introduced (Liu et al. 2004).
Figure 6b illustrates the timing model for the visual control loop and the lower-lever
control loop in our study. This model is used to establish the closed-loop cycle and
quantify the processing time of the system, which can be expressed as tp ¼ nT. Note
that the storage lag l1 is the time between the end of storage time of buffer 2 and the
start of processing time. Similarly, the processing lag l2 is the time between the end of
processing time and the start of storage time of buffer 2.

This section gives representative experiment results pertaining to the use of
modified Smith predictor control scheme for visual servoing control. Target-tracking
and disturbance rejection capabilities will be studied in using a modified Smith pre-
dictor control scheme compared with a normal single visual feedback control loop.
The visual feedback loop operates at 10 Hz while the robot servoing rate is 500 Hz.
A fixed time delay of 100 ms of visual servoing is assumed.

To validate the closed-loop response and the capability of the disturbance rejec-
tion, a miniaturized gear is placed on the focus plane for a point to point response
experiment and to keep the gear in the center of the field-of-view with the external dis-
turbances. Due to the poor depth of the microscope focus, the planar tacking is also
executed on the focus plane of the microscope. To have a valid comparison of the
tracking performance, both of the control systems have the same elemental parameter.
The field-of-view of microscope is about 1.4� 1.1 mm with a multiple of 4.5.

The closed-loop responses and disturbance rejection results with a single PID
controller and with a modified Smith predictor are presented in Figure 7, respect-
ively. In the case of the same system gain, the results show that the visual servoing
control system with MSP in comparison to a single PID controller provides more
robustness and disturbance rejection.

4. MICROSCOPIC VISION/FORCE INTEGRATION CONTROL

4.1. Limitation of Microscopic Vision

Microscopic vision is essential to microassembly in providing non-contact feed-
back of microscale geometry, spatial relations, and motion. However, microscopic
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vision has inherent limitations, such as time delay, easily disturbed by the circum-
stance and dependence on the calibration. In addition, physical interaction with
the objects to be manipulated is essential. Therefore, sensing and control of interac-
tion force between the microparts and environment, as well as the positioning
performance, should be provided in the process of microassembly.

4.2. Integration Technique

In the assembly process, the 3-D PVDF force sensor is used for the gripping,
transporting, preventing collision, and force sensing. A microscopic vision=force
integration scheme is shown in Figure 8. A PID controller is used to control the con-
tact force.

Id ¼ kd _yyr þ kf ðFd � FrÞ þ kI

Z
ðFd � FrÞdt ð15Þ

where Fd and Fr are the reference of force and force feedback, respectively. yr and _yyr

are the visual feedback of displacement and speed of micromanipulator, respectively.
kf, kI and kd are proportional, integral, and differential parameters, respectively. The
control scheme that switches between visual servoing and force feedback control is

Figure 7. Comparisons of the single PID controller and the modified Smith predictor: (a) the point to

point motion on the x axis; (b) the point to point motion on the y axis; (c) the disturbance rejection on

the x axis; and (d) the disturbance rejection on the y axis.
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given by:

If ff _yyrðtcÞ > 0 \ Fr ¼ Fcg [ fFr < Fcgg ð16Þ
then switch to position control

else ff _yyrðtcÞ � 0 \ Fr ¼ Fcg [ fFr � Fcgg ð17Þ
then switch to force control

where _yyrðtcÞ is the speed of micromanipulator at time tc. Fr and Fc are the contact
force and force threshold, respectively.

5. EXPERIMENTS

5.1. Visual Positioning

The complex tasks which appear during the assembly have to be taken into con-
sideration during the design and fabrication. In our experiment, the microparts fabri-
cated by LIGA technology are arrayed on the wafer substrate. As Figure 2c shows,
the planetary gears on the substrate have the same arrangement, and the direction A
of one tooth is parallel to the y axis in the image frame. As Figure 2d shows, each annular
wheel and sun gear have three marks on their surface. Three lines linking each two marks
and the center of sun gear distribute symmetrically, and the angle between the adjacent
lines is 120�. Midpoints O1,O2, and O3 between each two marks are the assembly points
of planetary gears. The angle of the lines and the assembly points can be easily obtained
by image processing and recognition, that is, the assembly point can be easily obtained.
The positioning process under visual servoing is performed as follows:

. Recognize the marks on the sun gear and the annular wheel by image processing and
image recognition. Then calculate the coordinates of midpoints O1, O2, and O3.

. Move one midpoint to the rotation center of the positioning stage. Then rotate the
base frame to allow the line through the midpoint to be parallel with axis y in the
image frame.

. Bring the planetary gear into the view of the microscope. Calculate its center coor-
dinates by image processing. Then grasp the planetary gear and transport it to the
base frame.

. Move down to the base frame. Adjust the planetary gear and the base frame to the
coarse engaging state.

Figure 8. The microscopic vision=force integration scheme.
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5.2. Fuzzy Logic Strategy for Engaging State Searching

During the searching phase of the planetary gear assembly task it is assumed that
the end surface of the planetary gear does not completely lie within the engaging face.
Hence, six contact configurations between the sun gear, planetary gear, and output
wheel can be considered, three of which are illustrated in Figures 9a, 9b, and 9c. The
remaining configurations are similar with the planetary gear rotated in the symmetrical
position. The contact configurations can be examined by the contact force in the X–Y
plane, which is parallel to the contact surface of the planetary gear.

The searching process on the y axis is illustrated in Figure 9d. The whole search-
ing task is on the X–Y plane, keeping the contact force at a certain value on the z axis.
The force threshold, F0 is used to examine the contact force and simultaneously
protect the micro-gears from becoming damaged. The threshold, D0, is confined as

Figure 9. Strategy for engaging states searching: (a) the one-side contact configuration between the plan-

etary gear and annular wheel; (b) the one-side contact configuration between the planetary gear and sun

gear; (c) the two-side contact configuration with the sun gear and annular wheel; and (d) the searching

process on the y axis.
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the maximum displacement on the searching axes. All the thresholds are obtained
from analyses and experiments. The searching process on the x axis is similar to
the process on the y axis.

The contact configurations can be determined by the magnitude and direction
of the contact force on the x axis and the y axis. The position and force curves in
Figure 10 denote the contact configurations illustrated in Figure 9. The two-side

Figure 10. Curves of contact configurations. (a) and (b): the position and the force on the y axis and z axis

of the one-side contact configuration between the planetary gear and the sun wheel; (c) and (d): the pos-

ition and the force on the y axis and z axis of the one-side contact configuration between the planetary gear

and the annular wheel; and (e) and ( f ): the position and the force on the y axis and z axis of the two-side

contact configuration.
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configuration can transform into the one-side configuration after the first searching.
Then the engaging state can be obtained by the searching strategy of one-side
configuration. When the configuration is examined, corresponding adjusting scheme
with small steps is used to obtain the engaging state.

5.3. Tolerance Compensation Movement

The insertion phase is supported by the tolerance compensation movement and
is illustrated in Figure 11, which represents a successful strategy of how to overcome
the case of a jam or to avoid problems with the given minimal mounting gaps. The
tolerance movement, including the translation and rotation, is driven by the 2-DOF
and 3-DOF fine positioning stages mounted on the micromanipulator and position-
ing worktable, respectively.

According to the engaging principle, we can obtain

ds1 ¼ 2prj=z1 � sj1 � sj2

dt1 ¼ a� ðz1 þ z2Þm=2� ðx1 þ x2Þm;

�
ð18Þ

ds2 ¼ 2prj=z1 � sj2 � sj3

dt2 ¼ ðz2 þ z3Þm=2� ðx2 � x3Þm� a;

�
ð19Þ

where d1t and d1s denote the addendum clearance and backlash between the sun gear
and planetary gear, respectively. d2t and d2s denote the addendum clearance and
backlash between the sun gear and planetary gear, respectively. rj is the radius of
the pitch circle of sun gear, a is the center to center spacing, and z1 , z2, and z3

are the tooth number of sun gear, planetary gear and annular wheel, respectively.
sj1, sj2 and sj3 are their corresponding tooth space and m is the modulus.

Then we can obtain the tolerances Dx and Dy on the x and the y axes,

�dt1 � Dy � dt2 ð20Þ

jDxj � minðds1; ds2Þ ð21Þ

Figure 11. The tolerance compensation movement. A and B) the movement on y and x axes of positioning

stages, respectively; C) oscillating rotation on x axis of positioning stage; D and E) oscillating rotation on x

and y axes of micromanipulator, respectively.
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Considering the inserting depth l which can be obtained by the liner encoder
feedback, the tolerances a, b, and c can be obtained.

jaj � arctan½minðds1; ds2Þ=2ðl0 � lÞ� ð22Þ

jbj � arctan½ðdt1 þ dt2Þ=ðl0 � lÞ� ð23Þ

jcj � arctanðmaxðds1; ds2Þ=rj2ÞÞ ð24Þ

where l is the height of the annular wheel.
Hence, the tolerance on each axis for compensation movement is obtained. In

order to improve the efficiency of the insertion task and to prevent microparts from
being damaged, the adjustment range on each axis should be within the tolerance
obtained above.

During the insertion phase, in order to overcome the assembly resistance, the
force on the z axis is about 16 mN, which is usually more than the force on the z axis
during the searching phase. Forces on the z axis are illustrated in Figure 12. The
accomplishment of the assembly task can be examined by the force on the z axis
when it exceeds the force threshold, which is obtained by experiments. In our experi-
ment, the threshold is 36 mN and the insertion velocity on the z axis is 40 mm=s.
The total insertion depth is about 250 mm.

During the entire experiment, human intervention is used to aid the grasping of
annual gears, and then the microscopic vision=force integration was used to
assemble three planetary gears into the base frame which is fixed with a sun gear
and an annular wheel. Fifty assembly experiments were carried out to evaluate the
system capability; 43 assembly experiments have been completed. Failure took place
during the vision positioning process because of the blurry marks. In the experi-
ments, there was no case of jamming during the inserting process, mainly because
of the large gap between the gears, which is near 3 mm. Each planetary gear can
be assembled within 90 seconds and three of them took the minimum time, which
is about 80 seconds. The assembly result is shown in Figure 13.

Figure 12. Force curves on z axis in the inserting phase.
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6. CONCLUSION

Flexible microassembly systems are an important trend in the design and devel-
opment of systems with the characteristics of versatility, flexibility, and robustness to
achieve small and medium-sized batches assembled in an economical way. To
increase the variations in system configuration, the system components, including
positioning stages, micromanipulator, gripper, vision system, control system, and
auxiliary systems, should be built with a modular architecture. Regarding the limi-
tation of existing microscopic vision, microscopic vision=force integration techniques
can be used to achieve high-precision and stable microassembly. The successful
microassembly of three planetary gears has been presented to illustrate and validate
the performance and adaptability of the developed system. Much research remains
to be accomplished in improving the reliability and capacity of microassembly sys-
tems in implementing high-precision microgrippers and multiple DOF microscale
force sensors with the characteristics of versatility and flexibility. Research is also
needed in the kinematic and dynamic modeling of micromanipulation and in devel-
oping robust control strategies.
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