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Abstract A three-dimensional (3D) hybrid LES-acoustic analogy method for computational
aeroacoustics (CAA) is presented for the prediction of open-cavity noise. The method uses
large-eddy simulation (LES) to compute the acoustic source while the Ffowcs Williams-
Hawkings (FW-H) acoustic analogy is employed for the prediction of the far-field sound. As a
comparison, a two-dimensional (2D) FW-H analogy is also included. The hybrid method has
been assessed in an open-cavity flow at a Mach number of 0.85 and a Reynolds number of
Re=1.36×106, where some experimental data are available for comparison. The study has
identified some important technical issues in the application of the FW-H acoustic analogy
to cavity noise prediction and CAA in general, including the proper selection of the
integration period and the modes of sound sources in the frequency domain. The different
nature of 2D and 3D wave propagation is also highlighted, which calls for a matching
acoustic solver for each problem. The developed hybrid method has shown promise to be a
feasible, accurate and computationally affordable approach for CAA.
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Nomenclature

CS Constant of the subgrid scale (SGS) models
c1 Sound speed at free upstream
D Cavity depth
E Constant, 9.8
ET Total energy defined by Eq. 6
Fi, iF Sound source and its discrete Fourier transform
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f A function that defines the moving surface

f Frequency
G Free-space Green function, Eqs. 16 and 16a
H (f) Heaviside function
H0

(1) Hankel function of the first kind and order zero
H0

(2) Hankel function of the second kind and order zero
i

ffiffiffiffiffiffiffi�1
p

I (x) Imaginary part of a complex number x
k ω=c1
l Turbulence length scale, Eq. 11
L Cavity length
M Mach number
p Static pressure, Eq. 8
p′ Acoustic pressure
Pr Prandtl number
Prt SGS Prandtl number
q Heat flux defined by Eq. 7
Q, Q Sound source and its discrete Fourier transform
Q− Criterion defined by Eq. 20
r Radial
R (x) Real part of a complex number x
rβ Source–observer distance in the translating propagation medium,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x1 � y1ð Þ2 þ β2 x2 � y2ð Þ2 þ β2 x3 � y3ð Þ2
q

rβ0 Source–observer distance with source placed at coordinate origin,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21 þ β2 x22 þ x23

� �q
Re Reynolds number
s Vertical distance from the cavity plate to the integration surface
S Subgrid term of Eq. 3, calculated by Eq. 9
Sij Strain rate tensor
|S| Absolute value of the strain rate
t Time
T Temperature
Tij, ijT Lighthill’s stress and its discrete Fourier transform
ui Total velocity, Ui þ u

0
i

u
0
i Acoustic particle velocity
Ui Constant velocity of the ambient flow
uτ Wall shear velocity
vi Velocity component of the moving surface f=0
W Cavity width
xi, x
!;(x, y,

z)
Coordinates in the observer zone

yi, y! Coordinates in the source zone
y+ Distance to the wall, expressed in wall units

Greek Symbols
α Constant of the SGS models
β Prandtl-Glauert factor,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�M 2

p
for M<1

δij Kronecker delta function
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δ (f) Dirac delta function
Δ Filter width on the grid level
Δt Non-dimensional time interval
� Operator of the discrete Fourier transform
Φ Angle in the x–z meridional plane
γ Ratio of specific heats
κ von Karman constant, 0.42
μ Dynamic molecular viscosity
vt Kinematic turbulent viscosity
ν Kinematic viscosity
ρ Density
σij Viscous stress defined by Eq. 5
τij SGS stress, Eq. 4
ω Vorticity or angular frequency of the single-frequency monopole
Ωij Asymmetric components of the gradient of the velocity vector

Superscripts
∼ Favre-filtered variable
– Space-filtered variable

Subscripts
c Pertaining to the Nyquist critical frequency
i, j, k Free index of the coordinates
i+1, i−1 Pertaining to neighbouring grid points to point i
inf Pertaining to the values of the variables at the freestream
P Pertaining to the first grid point from a wall
rms Root-mean-square
Σ Pertaining to the integration surface Σ

1 Introduction

With the great advancement in both computer power and numerical methods in the most
recent two decades, computational aeroacoustics (CAA) has undergone rapid development,
and numerically predicting cavity sound generation and propagation has attracted much
attention [1–4]. As a prototype problem for fluid dynamics and aeroacoustics, compressible
flow over cavities features unsteadiness, flow separation and reattachment, three-
dimensionality and strong interactions among shear layer instabilities, turbulence, acoustics
and structure. These complex processes present typical difficulties encountered in CAA: (1)
the presence of an extremely wide range of flow scales, which makes any single
computational method insufficient; (2) the extremely small fraction of sound energy
compared with flow energy, meaning that a small error in the flow simulation would lead to
a large error in the sound prediction; (3) the treatment of numerical boundaries. In order to
overcome these problems, high-order numerical schemes [5, 6] must be used to provide
very low numerical dissipation and dispersion, and the computational grids need to be very
fine. Rowley et al. [4] used a sixth-order accurate compact scheme and a fourth-order
Runge-Kutta method in resolving the acoustic fields of cavities. Gloerfelt et al. [7] also
used a fourth-order Runge-Kutta method and a dispersion-relation-preserving (DRP)
scheme in their direct numerical simulation (DNS). Although DNS, in principle, is capable
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of resolving all fluid dynamics and acoustics scales in cavity flow, it has been limited by
available computing resources to 2D and low-Reynolds-number cases.

An alternative strategy is to develop hybrid methods which combine flow solvers, such
as DNS or large-eddy simulation (LES) for simulating the sound source fields, with
methods for computing the far-field sound, such as the extended Kirchoff method [8],
acoustic analogies and the linearised Euler equations (LEE). Wang et al. [9] recently
reviewed various computational techniques for flow-noise prediction, with particular
attention to the hybrid methods for their advantage of scale separation. A high-resolution
simulation of the near-flow-field provides details of the sound sources, on the basis of
which, the acoustic far-field can be decided. The two-step strategy of hybrid methods
provides the flexibility of selecting the most appropriate method at each step for different
problems. This makes the hybrid methods very successful in a wide range of aeroacoustics
problems, such as jet flows [10–16], mixing layers [17], trailing edges [18], pipe flows [19]
and unsteady aerofoil motions [20]. Recently, a hybrid method using 2D DNS and the
Ffowcs Williams-Hawkings (FW-H) analogy [21] was applied to study the cavity acoustics
[7, 22]. Ashcroft et al. [23] tried to combine the Reynolds-averaged Navier-Stokes (RANS)
and the FW-H analogies in their study of the cavity flow. However, the flow solver used in
these investigations is either too expensive (using DNS) or too crude (using RANS) for
studying cavity acoustics in the engineering context. In the meantime, sound problems in
engineering problems are generally 2D, but implementation of the FW-H acoustic analogy
in these studies is only 2D. A fully 3D hybrid LES-FW-H acoustic analogy has not been
implemented and tested in the context of cavity acoustics.

This paper presents a 3D implementation of the hybrid method using LES for computing
the sound source and FW-H integration in the frequency domain for the acoustic field. LES
is computationally affordable for computing complex flows in engineering devices, and it
resolves energy-containing large scales which are important for sound generation but
ignored in RANS. The 3D implementation of the FW-H analogy will be assessed and
applied to the open-cavity problem.

2 The Hybrid LES-Acoustic Analogy Method

2.1 LES equations and numerical methods

The non-dimensional filtered governing equations for compressible flow [24] are as
follows:

@r
@t

þ @

@xi
reuið Þ ¼ 0 ð1Þ

@ reuið Þ
@t

þ @

@xj
reujeui� � ¼ � @p

@xi
þ @es ij

@xj
þ @t ij

@xj
þ @

@xj
s ij � es ij

� � ð2Þ

@ eET

� �
@t

þ @

@xj
eET þ p
� �eujh i

¼ @ es ijeui� �
@xj

� @eqj
@xj

þ S ð3Þ

where the over-bar denotes an ordinary filtered variable, while the tilde denotes a Favre-
filtered variable. The non-dimensionalisation was performed with reference to quantities in
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the free upstream. The reference length is the cavity depth. The subgrid scale (SGS) stress
tensor τij and other filtered quantities are defined as:

t ij ¼ � ruiuj � reuieuj� � ð4Þ

es ij ¼ m
Re
eSij ¼ m

Re

@eui
@xj

þ @euj
@xi

� 2

3
dij

@euk
@xk

� �
ð5Þ

eET ¼ p

g � 1
þ 1

2
euieui ð6Þ

eqj ¼ � m
g � 1ð ÞM2PrRe

@eT
@xj

ð7Þ

p ¼ reT
gM2

ð8Þ

The viscosity is assumed to follow a power law, and its non-dimensional form is μ(T)=T0.76.
The SGS term S in the energy equation (Eq. 3) consists of seven parts [24]. In this paper,
we adopt a simplified SGS modelling of Larchevêque et al. [25]:

S ¼ eui@ rt ij
� �
@xj

þ @

@xj

rvt
g � 1ð ÞPrM 2

@eT
@xj

 !
ð9Þ

The SGS model employed is the Smagorinsky eddy-viscosity model (SM), which
calculates the SGS stresses as follows:

t ij � 1

3
tkkdij ¼ rvtSij ð10Þ

where vt=l
2|S|, Sij ¼ @eui

@xj
þ @euj

@xi
� 2

3 dij
@euk
@xk

; Sj j ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5SijSij

p
; and τkk is modelled as tkk ¼

�4rl2 Sj j2 according to Vreman [24]. Because in the SM model, τij is not automatically
diminishingly small as the wall is approached, the length scale l is corrected by the Van
Driest damping function:

l ¼ CSΔ � 1� exp �yþ=25ð Þ3
h i� �0:5

ð11Þ

where yþ ¼ yut=v is the normalised distance to the wall, CS is the Smagorinsky constant
and is set to 0.17. The friction speed uτ is determined by matching the two-layer wall
function:

uþP ¼ yþP if yþP � 11:13
κ�1 ln EyþPð Þ if yþP > 11:13

	
ð12Þ

where κ=0.42 is the von Karman constant, E=9.8, uþP ¼ uP=ut ;y
þ
P ¼ yPut=v;uP is the

resolved velocity tangential to the wall at the wall-nearest point and yP is the distance from
this point to the wall.

The numerical methods for LES in the present study are based on the full compressible
Navier-Stokes equations. The code used was previously designed for simulating shock/
boundary-layer interaction (SBLI) [26–28]. An entropy-splitting approach is employed,
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which splits the inviscid flux to stabilise the solution. Experience shows that such a splitting
procedure improves the non-linear stability and minimises the numerical dissipation.
Compatible spatial difference operators for interior points and boundary nodes are used. For
interior points, a five-point fourth-order central scheme is employed. The boundary points
are treated using a stable high-order method based on the summation by parts (SBP) [29].
The overall spatial accuracy is fourth-order. For temporal discretisation, a third-order
explicit Runge-Kutta algorithm is employed.

The code uses multi-block meshes and can handle complex geometries. It is parallelised
using the MPI algorithm and is optimised for massively parallel computers.

2.2 Acoustic analogy

Compared with other methods for computing the acoustic far-field, acoustic analogies are
more versatile and economical. There are two other approaches, Kirchhoff integration and
LEE. LEE needs to solve a group of linearised equations on a computational mesh, and the
computational cost depends on the locations of the chosen observation points. Contrary to this,
Kirchhoff integration and acoustic analogies only solve a scalar equation, and the computa-
tional cost is independent of the observation locations. The Kirchhoff method is based on an
inhomogeneous wave equation, which is derived by assuming linear wave propagation. In
order to reconstruct the wave behaviour, acoustic pressure p0 and its time and normal deriv-
atives on the integration surface are required, and the integration surface must be placed in the
linear acoustic zone. These requirements restrict the application of the Kirchhoff integration.
On the other hand, acoustic analogies pioneered by Lighthill [30] are based on an exact linear
wave equation for the density. All non-linear effects are accounted for by the Lighthill stress
tensor, which acts as the sound source. Curle [31] extended the Lighthill analogy to include
the effects of solid boundaries. Ffows Williams and Hawkings [21] generalised the Curle
solution to incorporate the arbitrary motion of aerodynamic surfaces and derived the FW-H
equation, which is the most general form of the acoustic analogy. The FW-H equation can be
solved in differential or integral forms, and the solution procedure can be in the spatial/
temporal, wave-number/temporal or spatial/frequency domains. In this paper, we integrate the
FW-H equation numerically in the spatial/frequency domain. In summary, the selection of the
FW-H acoustic analogy is based on the following considerations:

(a) Among the methodologies for predicting sound in the far-field, an acoustic analogy is
computationally cheaper than the LEE method.

(b) The cavity problem has solid boundaries, so Lighthill’s analogy is not suitable. Both
the Curle integration [31] and FW-H analogy are applicable to a bounded domain, but
the FW-H analogy can handle surfaces in motion, and the surface can be permeable,
allowing mass, momentum and energy to pass through it.

(c) Compared with the Kirchhoff method, the FW-H equation has a greater degree of
flexibility in positioning the integration surface.

(d) The FW-H analogy equation can be in differential and integral forms. When the
integral form is used, the solution can be obtained by convoluting the wave equation
with the free-space Green function. The convolution changes the dependent spatial
coordinates from the observer’s domain into the source zone. Therefore, the observer’s
domain no longer needs to be a continuous space, but can consist of only a few
selected discrete points. This provides great flexibility for studying acoustic signals in
specially chosen places, with greatly reduced computational cost.

(e) The integration in the frequency domain can avoid the evaluation of the retarded time.
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(f) When the integral surface is placed in the zone where the Lighthill’s stresses can be
neglected, the volume integration can be omitted and, therefore, the computational cost
can be further reduced.

Gloerfelt et al. [7] and Lockard [32] have successfully implemented the FW-H analogy
in the spatial/frequency domain in 2D form for sound propagation in a uniform background
flow. Here, we present a 3D form. Consider the following differential form of the FW-H
equation in a uniform background flow:

@2

@t2
þ UiUj

@2

@xi@xj
þ 2Ui

@2

@xi@t
� c21

@2

@xi@xi

� �
H fð Þr0½ �

¼ @2

@xi@xj
TijH fð Þ
 �þ @

@xi
Fid fð Þ½ � þ @

@t
Qd fð Þ½ � ð13Þ

where Ui is the uniform background flow velocity, (t, xi) are the temporal and spatial
coordinates in the observer flow domain and c is the speed of sound, while the subscript ∞
denotes a variable pertaining to the incoming freestream conditions. Function f(x)=0 defines
an integration surface Σ. f<0 indicates the sound source region and f > 0 the acoustic field.
Without the loss of generality, it is assumed that |∇f |=1 on f = 0. H( f ) and δ( f ) are,
respectively, the Heaviside function and the Dirac delta function:

H fð Þ ¼ 0 in Σ
1 elsewhere

;

	
δ fð Þ ¼ d

df
H fð Þ½ �

The terms in the quadrupole, dipole and monopole sources in Eq. 13 are defined as:

Tij ¼ ρ ui � Uið Þ uj � Uj

� �þ p� c21ρ
� �

δij � eσij;

Fi ¼ � ρ ui � 2Uið Þuj þ pδij þ ρ1UiUj � eσij


 � @f
@xj

;

Q ¼ ρui � ρ1Uið Þ @f
@xj

;

where the viscous stress es ij is generally negligible. Applying the Fourier transform:

ð14Þ

to Eq. 13 and convoluting with the free-space Green function, we have the integral form of
the FW-H analogy in the frequency domain:

where
iF ,Q and

ijT are the Fourier transforms of Fi, Q and Tij, respectively, Mi ¼ Ui=c1
and k ¼ w=c1: The 3D free-space Green function is as follows [33]:

G x!�� y!; w
� � ¼ �

exp i k
b2

rb �M1 x1 � y1ð Þ
 �� �
4prb

ð16Þ

ð15Þ
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where b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�M2

p
M < 1ð Þ;rb ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � y1ð Þ2 þ b2 x2 � y2ð Þ2 þ b2 x3 � y3ð Þ2

q
; x! is the

observer position and y! denotes a source point. For a 2D case, the Green function is [33]:

G x!�� y!; w
� � ¼ i

4b
e�iMk x1�y1ð Þ=b2H 1ð Þ

0 b�2krb
� � ð16aÞ

where H0
(1) is the Hankel function of the first kind and order zero. The source–observer

distance becomes rb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � y1ð Þ2 þ b2 x2 � y2ð Þ2

q
for the 2D cases.

In Eq. 15, the position and the shape of the integration surface f = 0 are not specifically
fixed. This provides flexibility for placing the integral surface. If the quadrupole sources are
enclosed in the integral surface, the third term on the right hand of Eq. 15 can be omitted.

2.3 Solution procedure

During the LES, a time series of Fi and Q on the integration surface f =0 are recorded and
transformed into the frequency domain, using discrete Fourier transformation (DFT) to
obtain

iF and Q The sound pressure in the frequency domain is then calculated using Eq. 15.
Finally, an inverse discrete DFT is carried out to obtain the instantaneous sound pressure at
the observer position x!.

In 2D near-flow-field computations, the integral surface becomes a curve, along which,
Fi and Q will be recorded and the integration will be carried out using the 2D Green
function (Eq. 16a).

In the current study, the LES for generating the near-field data is 3D, so the integration
surface is selected to be a plane above the cavity and parallel to the cavity plate. The
corresponding Green function is Eq. 16. For the convenience of description in the later
sections, we call this combination the 3D FW-H.

As a comparison, sound sources along the intersection line between the cavity geometrical
central plane and the 3D integration surface are also extracted from the LES. The 2D Green
function (Eq. 16a) is employed to predict the sound radiation in the cavity geometrical central
plane. This computation is termed the 2D FW-H for the convenience of discussion.

3 Results

3.1 Single-frequency monopole—validation of the analogy

Before applying the 3D and 2D FW-H formulations to a cavity, we first tested the
implementations using the sound propagation from a single-frequency monopole source
which has an analytical solution.

Consider a single-frequency monopole source located at the origin in a uniform flow in
the +x1 direction. The complex potential is constructed by adding harmonic temporal
variation to the Green function. Dowling and Ffowcs Williams [34] gave the complex
potential of the 2D case. They used the Hankel function of the second kind and order zero,
H0

(2), in the 2D Green function because their definition of Fourier transform is different to
our Eq. 14. Considering the radiation condition [33], the Hankel function of the first kind
and order zero H0

(1) should be used here. The complex potential of the 2D case becomes:

φ x1; x2; tð Þ ¼ A
i

4β
e
�i ωt þMkx1=β2

� �
H 1ð Þ

0

k

β2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21 þ β2x22

q� �
ð17Þ
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Similarly, for the 3D case, the complex potential for the monopole is:

f x1; x2; x3; tð Þ ¼ Ae�iwt �
� exp i k

b2
rb0 �Mx1

 �� �

4prb0
ð17aÞ
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FWH analogy

Fig. 1 a, b Comparison of analyt-
ical and acoustic analogy prediction
of sound from a 2D single-frequen-
cy monopole. a Directivity at
r=500. b Time history of sound
pressure at (x, y)=(500, 0). Solid
line: analytical solution, squares:
FW-H analogy
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where rb0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21 þ b2 x22 þ x23

� �q
: Quantities needed in the FW-H equation are obtained

from the real parts of the following equations:
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Fi and Q are evaluated from the flow variables over one period of Δt ¼ 2p
w on the

integration surface placed at r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21 þ x22

p
¼ 3 (cylinder) and r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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Fig. 2a, b Comparison of ana-
lytical and acoustic analogy pre-
diction of sound from a 2D single-
frequency monopole. a Directivity
at r=500. b Time history of sound
pressure at (x, y, z)=(500, 0, 0).
Solid line: analytic solution,
squares: FW-H analogy
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(sphere), for both 2D and 3D cases, respectively. The values for the variables are
M ¼ U1=c1 ¼ 0:5;ω=π/4 and A=1. The sound pressure at r=500 is calculated by the FW-
H equation combined with Eq. 18. Figure 1 compares the analytic solution and the FW-H
prediction of the directivity and the time history of the instantaneous sound pressure for the
2D case, while Fig. 2 shows the results of the 3D case. These results demonstrate that the
FW-H analogy implemented in both 2D and 3D forms in this study has perfect agreement
with the corresponding analytic solutions.

3.2 LES for a 3D cavity

The 3D cavity configuration studied has a length-to-depth ratio of L/D=5 and a width-to-
depth ratio of W/D=1. The inflow Mach number is M=0.85, while the Reynolds number is
Re=1.36×106. This configuration is the high-Reynolds subsonic cavity case extensively
measured by the Defence Science and Technology Laboratory (DSTL), UK. Experimental
data of unsteady pressure distribution at a series of pressure sensors installed on the cavity
walls are provided [35]. The LES simulations carried out in this study correspond to the
experimental conditions of Case M219.

An extensive analysis on the flow fields of the cavity has been provided by Larchevêque
et al. [36]. The present paper will, therefore, focus on the LES results as the sound sources
for the FW-H acoustic analogy, while the flow features are discussed only briefly.

The computational domain shown in Fig. 3 for the current cavity simulation consists of
two blocks, BL1 and BL2. BL1 occupies the cavity volume and BL2 consists of the
computational domain above the cavity. At the inflow boundary, the mean velocity is
specified using a 1/7th power law. The density and temperature are specified according to
the Crocoo-Busemann temperature–velocity relation. A small disturbance with the total
magnitude of up to 4% of the mean streamwise velocity is added at the inflow boundary.
Non-reflecting boundary conditions [37] are applied at the inflow, top and outflow
boundaries. On solid walls, a no-slip condition is used for velocity components and an
isothermal wall condition is prescribed, with the temperature being equal to the stagnant
temperature of the free stream. Meanwhile, the outgoing characteristics are explicitly
calculated and are allowed to move out of the computational domain. Sandham et al.’s [26]
LES of transonic turbulent flow over a bump using the SBLI code reveals that this
boundary treatment can effectively eliminate wave reflections at the boundaries. Periodical
conditions are applied in the z direction above the cavity.

Both the upstream and downstream boundaries are located at 4D from the leading and
trailing edges of the cavity, respectively, and the upper horizontal boundary is set at H=7D
so that the computational domain includes a portion of the acoustic field. For the spanwise
direction, two widths for computational domain are tested: W2=2W and W2=5W.

For the W2=2W situation, a total of 5 million grid points distributed in the two blocks in
the x–y–z directions are 151×61×61 (BL1) and 301×121×121 (BL2), respectively. The
mesh is stretched in the wall-normal direction at a rate of 5% and has nine points located in
the viscous sublayer y+≤11.13, with the first node at y+=1.26, expressed in non-dimensional
wall units and estimated with the inflow quantities. The grid distribution is shown in Fig. 3.
For the W2=5W case, the grids in the overlapping zone with the W2=2W case are the same.
Because of the bigger spanwise length, the number of grid points in the z direction in BL2
becomes 221 and the total number of grid points for the whole computational domain
becomes 8.6 million. It should be noted that, in Larchevêque et al.’s LES [36] for this
cavity, a fine mesh of 6 million grid points were used. Their computational domain was
bigger than our W2=2W case so that their grid resolution was comparable to the present LES
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case. Meanwhile, Larchevêque et al.’s LES [36] uses second-order schemes for both
temporal and spatial discretisation, whereas the present LES has fourth-order and third-
order schemes for spatial and temporal discretisation, respectively. Therefore, the overall
numerical accuracy of the LES in this study should be comparable to or even slightly higher
than that in [36].

The LES simulations were conducted with 64 processors on the UK’s HPCx service.
The CFL number is set to be 1.0, which corresponds to a non-dimensional time step of
about 2.5×10−4. Figure 4 shows a comparison of the non-dimensional sound pressure
histories at a monitored point, defined as:

p0 ¼ p� pinf ð19Þ
at the geometrical centre of the cavity mouth. For the two cases with different spanwise
computational domains, the instantaneous pressure traces are quite similar up to a non-
dimensional time of about 20, but they become different at later times, though the
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Fig. 3 The multi-block computational domain and grid for LES
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amplitudes of pressure fluctuations for the two simulations remain quite similar. Figure 5
compares the distributions of the averaged and the root-mean-square values of the sound
pressure, p

0
av and p

0
mean; respectively, along the longitudinal centre line of the cavity wall.

The mean values are taken during the interval 0≤t≤38. Figure 5 shows that the statistical
quantities are very close for the two simulations, despite the differences in the instantaneous
oscillation profiles shown in Fig. 4. In the sense of LES, the comparisons in Figs. 4 and 5
indicate that the spanwise computational domain size for the case with W2=2W is large
enough, so that, in all subsequent simulations, the narrower spanwise domain size is used in
order to reduce the computational cost.
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The LES for W2=2W is carried out until t=120. Figure 6 shows the 3D views of the Q−
criterion [38] at three instants during a period Δt2 corresponding to the second Rossiter
mode. The vortex structures are represented by the iso-surface of the Q− criterion defined as:

Q� ¼ 1

2
ΩijΩij � SijSij
� � ¼ � 1

2

@ui
@xj

@uj
@xi

> 0 ð20Þ

where Ωij is the asymmetric component of the gradient of velocity vector. So, the Q− criterion
is the second invariant of the velocity gradient. The region enclosed by an iso-surface of a
positive Q− value defines a vortex core. Shown in Fig. 6 are the vortical structures deduced
using the iso-surface Q−=20(Uin/L)

2 as in [25]. Quite complex and unsteady vortex structures
are featured. Large spanwise vortices are generated periodically near the cavity leading edge,
due to the Kelvin-Helmholtz instabilities. These vortices are spanwise rollers extending to the
two side walls at the beginning, but quickly become bent in the spanwise direction, so that
longitudinal structures start to appear at the roller’s two ends. The zone where spanwise
vortical structures dominate is much shorter than seen typically in 2D simulations, indicating
the early transition to turbulence. Shortly afterwards, the large vortices break up into smaller
vortices, which are irregular and highly 3D. The vortical structures are especially complex
near the cavity rear wall, due to flow impingement and recirculation. The impingement of
flow structures causes a pressure wave travelling upstream, which will interact with the shear
layer at the cavity leading edge, trigger further instabilities and complete the acoustic
feedback. In the region downstream of the cavity trailing edge, flow separation and reversal
occur, followed by streamwise streaks typically found in boundary layers.

Fig. 6 Three-dimensional vorti-
cal structures defined by the
Q− criterion at three instants
during a period corresponding to
the second Rossiter mode
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Figure 7 shows the spectrum of the dimensional pressure against the Strouhal number
at a monitored point on the cavity floor. For LES results, the spectrum

is generated using the instantaneous pressure in the range 62≤t≤120, which is a period of
non-dimensional time of 58 units and is equal to the sampling time for 128 experimental
data. For experimental results, the spectrum shown in Fig. 7 is produced using an ensemble
average. The experimental data are divided into 160 window sections, with each section
having 128 samples. Data in each section undergo a fast Fourier transformation (FFT). The
final spectrum is an ensemble average of the 160 spectra. Figure 7 shows that the LES has
well reproduced the frequencies of the first three Rossiter modes n=1 to n=3. However,
there is a noticeable difference between the predicted and experimental values of the
amplitude for n=3. This is possibly due to the fact that the experimental spectrum is an
ensemble average, while the spectrum from LES uses only one sample of data.

Figure 8 compares the sound pressure level (SPL) at a series of monitoring points on the
cavity floor along the line z/D=0.625. The SPL is defined as:

SPL dBð Þ ¼ 20 log10 p
0
rms

.
2� 10�5 Pa

� �
ð21Þ

The LES result agrees reasonably well with the experimental data, especially in qualitative
terms. The main quantitative discrepancies are in the wake zone behind the leading edge of
the cavity and in the corner between the rear wall and the cavity floor, where there is a large
flow recalculation zone. In these regions, the flow is of relatively low Reynolds numbers
and the Smagorinsky model may not be reliable. Bogey and Bailly [39] and Gloerfelt [40]
observed that the effective Reynolds number was reduced by using an eddy-viscosity
model. As a result, the predicted large vortical structures, which are energy-containing and
control the low-frequency tones of the cavity sound, are enhanced by using the
Smagorinsky model. This may explain the over-prediction of the SPL in these zones.
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Fig. 7 Spectra of sound pressure
at a monitored point on the cavity
floor, (x, y, z)=(2.75, 0, 0.625),
corresponding to K25 in the
experiment
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3.3 Acoustic analogy for the acoustic far-field of a 3D cavity

In order to apply the hybrid LES-acoustic analogy method to predict sound radiation, the
solution procedure in Section 2.3 should be followed. However, several issues need to be
addressed.

Firstly, the position of the integration surface is important. Gloerfelt et al. [7] has
provided a detailed analysis on this issue for the cavity problem. It is natural to
independently consider the contributions from the quadrupole, dipole and monopole
sources in Eq. 15. For example, if we use the cavity wall as the integration surface f =0, the
dipole sources represent the wall reflection, while the monopole sources become zero
because of the impermeability. However, the quadrupole sources are not enclosed in the
zone f<0 in this situation and need to be additionally integrated over a volume. The
evaluation of this integration will induce a truncation effect, which causes numerical
discrepancies [7]. As the FW-H analogy allows the integration surface or line to be placed
in the fluid, Gloerfelt et al. [7] used a line above the cavity and parallel to the floor as the
integration line f=0 in a 2D cavity case, so that the quadrupole sources are in the zone of
f<0 and can be omitted in Eq. 15. Gloerfelt et al. [7] also compared three planes at different
distances from above the cavity and show that all of them have obtained good agreement
with the DNS result, although slight differences exist if all of the quadrupole sources are
not included within f<0. In our current study using 3D FW-H, we use a plane parallel to the
cavity top plate as the integration surface f=0. An illustration of the integration surface
position, together with the domains for LES and for the observer, is shown in Fig. 9. Early
tests showed that similar slight differences in the predicted sound pressure also existed and
were observed if the distance between the integration plane and the cavity plate was
changed from s=0.6 to s=0.8. This may be because large vortical structures appear up to
s=0.8, as observed in Fig. 6. Therefore, the final integration surface is placed at s=1.0 to
generate the results to be discussed in the following sections.

Other important issues of using the FW-H acoustic analogy concern the selection of
integration modes in the frequency domain and the periodicity of sound sources. Because
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the integration is in the frequency domain, the integration requires, in theory, that the inputs
be strictly periodical. As the cavity sound is generally controlled by the low-frequency
tones, a small degree of non-periodicity could induce a relatively large error in the
numerical solution. This requirement presents a difficulty in the application of acoustic
analogy to the cavity problem. As shown in Fig. 4, the flow does not have strict periodicity,
even when it is fully developed. Therefore, the selection of the sampling time period for
sound sources is very important. The selection of the integration modes in the frequency
domain is also related to the non-periodicity of the cavity flow.

3.3.1 Selection of the sampling period for sound sources

LES results have revealed that, in the low-frequency range, the cavity flow does not have
strict periodicity, which is required by the integration modes in the frequency domain. An
ad hoc remedy is to check the sound sources and identify a sample period that has an
approximate periodicity.

We use the sound source samples at the first instant t=t1=68.5 as reference values. On the
integration surface f=0, the longitudinal flow velocity component at this instant is u1. For
each sample at tm, we calculate the following norm:

Em ¼
X

um � u1ð Þj j; m ¼ 2; . . . ; N ð22Þ
where the summation operator Σ is applied to all of the LES grid points on the surface f=0
and N is the total number of samples. Then, we can find an approximate periodicity for the
sound sources during the range of t1≤t≤tM, which satisfies the following condition:

EM ¼ min Emð Þ; m ¼ 2; . . . ; N ; M � N ð23Þ
With these sound sources, the integration can be carried out using Eq. 15.

Two groups of sound sources are sampled after the flow has established a self-sustained
oscillation. Consider the Rossiter modes n=1, 2, and 3. Their Strouhal number values are:
StD1=0.0588, StD2=0.137 and StD3=0.216, corresponding to the frequencies of

1 162f =  Hz, 2 378f =  Hz and
3 595f =  Hz, respectively. As shown in Fig. 7,

n=2 is one of the main oscillation modes, so the sound monopole Q and dipole Fi sources
for the FW-H analogy are recorded for a non-dimensional time period of Δt=Δt2=1/
StD2=7.46, in the interval 68.5≤t≤75.96. The second group of sound sources are sampled
during a longer period of Δt � 3Δt1 � 7Δt2 � 11Δt3 ¼ 51 in the non-dimensional time
interval 68.5≤t≤119.5, in an attempt to take into account of all of the three main Rossiter

P1 P2

acoustic analogy domain

LES domain

θ 

r =10

s

Fig. 9 An illustration of the LES
domain and the acoustic analogy
domain with an overlapping
zone. The dashed line indicates
the FW-H integration surface
f=0. P1 and P2 are two monitor-
ing positions in the acoustic field.
r and θ are the distance and angle
from the cavity virtual centre,
respectively
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modes n=1, 2 and 3 and to reduce the non-periodicity effects due to sampling. In the first
group of sound sources, the sampling period is Δ=0.05828 and 128 samples are taken. In
the second group, the sampling period is Δ=0.1 and 512 samples are obtained. The
sampling periods correspond to about 230 and 400 times of that of the LES time-marching
step. In order to compare with the acoustic analogy, the background pressure has to be
subtracted from the LES results:

p0 ¼ p� pav ð24Þ

where pav is the mean static pressure, averaged during the periods of sampling for the sound
sources. For these two groups of sound sources, the pav values are slightly different because
of the different sampling times. We use the “sound pressure” defined above to show the
wave patterns for the LES results.

In the first group, the only range of sample data for the sound sources that satisfy the
periodicity conditions in Eq. 23 is within the interval 68.5≤t≤73.1, with a time period of
Δt ¼ 4:6 � Δt3; which corresponds to the third Rossiter mode. The data in the interval
68.5≤t≤75.96, however, does not possess a periodicity corresponding to the second Rossiter
mode, as was intended initially. Therefore, when Δt ¼ 4:6 � Δt3 is chosen for sampling
the sound sources, Rossiter modes n=1 and 2 are not periodic during the sampling period,
which will cause a cut-off error.

Similarly, for the second group of the sampled sound sources, an approximate
periodicity exists in the interval 68.5≤t≤117.5, with a time period of Δt=49. This period
contains the basic three Rossiter modes n=1, 2 and 3.

3.3.2 Selection of integration modes

Even for the second group of the sampled sound sources, the selected period determined
above may not be able to completely satisfy the requirement of strict periodicity. This will
introduce a cut-off effect (aliasing error) on the results of the acoustic analogy in the form
of high-frequency oscillations. These oscillations are non-physical and should be eliminated.

For the convenience of description, we use the monopole Q as an example and consider
a group of N uniformly sampled sound sources:

Qm ¼ Q tmð Þ; tm ¼ mΔ; m ¼ 1; 2; . . . ; N ð25Þ

With these N numbers of input, we can obtain N DFT output in the frequency domain:

ð26Þ

The frequencies corresponding to
jQ are [41]:

ð27Þ
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In the integration equation of Eq. 15, the Green functions Eqs. 16 and 16a require the
dependent variable to be positive. But as seen from Eq. 27, we have

1 0f = , which is the

frequency for the direct component of the DFT,
1Q . And if we set

1
2

N cf f
+ 

= +   , we have

only N/2 positive-frequency modes for integration,
jf   ( 2

2

N
j ,...,= ); and we can

only obtain N
2 components of DFT for In order to solve this problem, the

physical meaning of the sound pressure has to be considered. That is, because the sound
pressure values in the temporal domain, p x!; tn

� �
; are real numbers, their DFT values in

the frequency domain must satisfy the following condition:

ð28Þ

where the asterisk denotes the complex conjugation. Making use of Eq. 28, we can obtain
N components of DFT for and the sound pressure values at the N instants
p x!; tm
� �

; (m=1, 2,..., N), can be obtained through the inversed Fourier transform.
Now we come to the problem of selecting integration modes.
As we mentioned in Fig. 7, the cavity sound is dominated by the discrete tones in the

low-frequency range, 0≤StD≤0.5. The high-frequency components contain very little energy
and contribute very little to the sound pressure. In the LES, in principle, it is difficult to
discriminate physical and non-physical oscillations in the high-frequency range. Therefore,
a cut-off frequency has to be selected to avoid the contamination of non-physical high-
frequency modes. On the basis of Fig. 7, the cut-off frequency is chosen to be 0.5, within
which, the majority of the source-generating flow oscillations are believed to be captured.
For the first group of sound-source samples, the uniform non-dimensional sampling interval
is Δ ¼ 5:874� 10�2; corresponding to a Nyquist critical frequency of StDjc¼ 1

2Δ ¼ 8:51:
In the range 0 � StD � StDjc; the positive-frequency modes are j=2,..., 64 (N=128) and they
are also uniformly distributed in the frequency domain. Among these, only modes j=2, 3
and 4 are in the range 0≤StD≤0.5. Similarly, for the second group of sound sources with a
sampling interval of Δ=0.1, the modes contributing to the sound generation are j=2, 3,...,
51. When the sample interval is doubled to Δ=0.2 (using one in every two of the sound
source samples), the sound-producing modes are j=2, 3,..., 26.

Figures 10 and 11 compare the sound pressures at the two monitoring points shown in
Fig. 9, predicted using a subset of sound source samples in the first group. The results show
that, during the period of Δt ¼ 4:6 � Δt3; the calculated sound wave patterns using the
selected integration modes j=2, 3 and 4 have a reasonable agreement with the LES results,
as seen in Fig. 10. The results of the 3D FW-H analogy are better than the 2D results. As
expected, by including more integration modes, the predictions of the FW-H acoustic analogy
become worse, as judged by the comparison with the LES data, shown in Fig. 11. The
appearance of the high-frequency oscillations is attributed to non-physical aliasing errors.

In order to see if improved acoustic predictions can be obtained by a longer sampling
time, the second group of sampled sound sources are used for the following results.
Figure 12 compares the sound pressures at the monitoring points obtained by LES and by
acoustic analogy. The latter uses only one in the every two samples during the period
68.5≤t≤117.5, leading to a total of 256 samples. The selected integration modes are j=2,
3,..., 26, as discussed above. It is seen that, despite small local differences between the LES
and the FW-H predictions, the wave patterns including the wave amplitudes and phases of
sound pressure oscillations over a long period of time are well predicted by both the 2D and
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3D acoustic analogies. For the 2D FW-H, an additional calculation is performed with all of
the 512 samples with Δ=0.1, and the predicted profile of the sound pressure duplicates that
of the above calculation with 256 samples. This indicates that the sampling interval Δ=0.2
has enough resolution.

Figure 13 compares the sound pressure predictions at the monitored points by LES and
by acoustic analogy using more integration modes. Again, high-frequency oscillations
appear, which are not seen in the LES. Comparing Figs. 12 with 13, the benefit of selecting
appropriate modes for integration becomes clear.
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Fig. 10 a, b Comparison of LES
and acoustic analogy predictions
for the sound pressure histories at
monitoring points (a) P1 and
(b) P2. The sound sources are
selected from the first group of
recordings within 68.5≤t≤75.96
with a time period of
Δt ¼ 4:6 � Δt3. Only lower
modes j=2,..., 4 are selected for
the FW-H integration
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Because the second group of sound sources are in a longer period, therefore, we may be
able to have a look at the statistical sound variables in this temporal range. The SPL in the
far-field predicted by acoustic analogy discussed in the following is generated using the
second group of sound sources.

The SPL distributions in the cavity geometrical central plane are compared in Fig. 14.
Note the overlapping zone, in which both LES and acoustic analogy predictions of SPL are
available. The directivity of sound radiation in this plane is well predicted by both 2D FW-
H and 3D FW-H analogies, with the SPL distribution being predicted slightly better by the
3D FW-H analogy in the overlapped zone.
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There are some quantitative discrepancies among the LES, the 2D and the 3D FW-H
predictions for various reasons, in addition to the unavoidable errors contained in the LES
predictions of the near-field sound and the sound sources (which are used for the acoustic
analogies). The overlapping zone is a tough place for very accurate comparison, as the very
definitions of the sound source and the sound field are not clear-cut, which may explain the
differences in the LES and the acoustic analogy predictions. Regarding the quantitative
discrepancies between the 2D FW-H and the 3D FW-H analogies, the different propagating
behaviours of sound waves in 2D and 3D need to be considered. In the 2D situation, the
wave front follows cylindrical spreading and the amplitude of sound decays according to
the inverse of square root of the propagation distance [42], i.e. p0 � 1

r0:5 : In the 3D case,
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however, the wave front is spherical and the amplitude is p0 � 1
r [33]. That is, the SPL

would decay faster with distance in a 3D domain than in a 2D domain. This is qualitatively
in agreement with results in Fig. 14, where the SPL predicted by the 3D acoustic analogy is,
in general, slightly lower than that predicted by the 2D acoustic analogy. In order to verify
the statement, the sound intensity, expressed in terms of the root-mean-square fluctuating
pressure p

0
rms; is calculated by 2D and 3D acoustic analogies along a fixed direction over a

longer distance, as shown in Fig. 15. The different rates of decay of 2D and 3D waves are
correctly predicted in the present hybrid LES-acoustic analogy approach.
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Finally, a representative 3D distribution of the SPL over a semi-sphere surface centred at
the cavity mouth centre and with r=10 is shown in Fig. 16. The colours of the contours
indicate the magnitude of the SPL. The peak sound radiation occurs in the cavity central
plane over the trailing edge of the cavity, suggesting that the flow impingement on the
trailing edge and the rear wall of the cavity is the most significant source of sound.
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Fig. 16 Three-dimensional FW-H prediction of SPL on the surface of a semi-sphere at r=10 above the
cavity, with the cavity central point anchored at (x, y, z)=(2.5, 2.5, 1). The unit of the SPL is dB
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4 Summary

A three-dimensional (£D) hybrid large-eddy simulation (LES) acoustic analogy method for
computational aeroacoustics(CAA) has been presented for the prediction of open cavity
noise. LES is used to compute acoustic sources and the Ffowcs Williams-Hawkings (FW-
H) acoustic analogy is employed to calculate the acoustic field. The integration of the FW-
H equation is carried out in the frequency domain. As a comparison, the two-dimensional
(2D) FW-H analogy is also included. The hybrid method is tested in a realistic 3D cavity
flow at a Mach number of 0.85 and a Reynolds number of Re=1.36×106. The LES reveals
that the cavity flow has no strict periodicity and that the cavity sound is dominated by the
low-frequency tones.

For the successful application of the hybrid approach to cavity aeroacoustics and CAA
in general, several technical issues, including the selection of the integration surface and,
more importantly, the selection of the integration period and the integration modes, have
been discussed in detail. The problems of inappropriate selection in the integration process
have been highlighted. The findings suggest that a longer time history of the acoustic
sources should be recorded and the periodicity identified before applying the hybrid
method. The integration in the frequency domain should include the dominant discrete
tones and a suitable range of low-frequency modes, but including higher frequency modes
would introduce unphysical fluctuations in the sound pressure level predictions. Finally, 2D
and 3D waves propagate differently. When the sound source is strictly 3D, it is important to
use a fully 3D acoustic solver, as developed in this study. After these technical issues are
solved, the developed hybrid method proves to be reasonably accurate, reliable and
computationally cheap as a tool of CAA. Further enhancements may be obtained through:
(a) advanced subgrid scale (SGS) models, such as a dynamic model, for fully 3D geometry;
(b) adaptive gridding; (c) automatic detection of the boundary of the sound sources; (d)
advanced signal processing to detect periodicity and eliminate unphysical modes and so on.
Finally, more experimental data are needed in the near- and far-field acoustic fields to
further validate the methodology.
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