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Modeling Complex Architectures Based on
Granular Computing on Ontology

Yong Liu, Yunliang Jiang, and Lican Huang

Abstract—We propose granular computing (GrC) on ontology as
a solution to the problem of modeling complex architectures. We ex-
pressed the architectures formally as ontology domains, which in-
clude two components: the set of basic vocabularies and a knowledge
library of rules. The set of basic vocabularies contains elements or
basic architecture components. The knowledge library comprises
rules that control the combination and construction of the basic
elements. As the rules are often given by architectural experts sub-
jectively, they may contain redundant, conflicting, and overlapping
rules, especially in certain styles of ancient southeast Chinese ar-
chitecture. It is difficult to distinguish or identify these rules; there-
fore, we apply the multilevel approach on ontology [Y. Liu, C. Xu,
Q. Zhang, and Y. Pan, “Smart architect: Scalable ontology-based
modeling for ancient chinese architecture,” IEEE Intell. Syst., vol.
23, no. 1, pp. 49–56, Jan./Feb. 2008] and approximation theory of
GrC. In this process, we present a measurement that is based on
roughness functions to evaluate the degrees of approximation be-
tween the selected set and certain architecture domains. With the
monotonicity characteristic of roughness functions, we can design
a heuristic algorithm to select a suitable knowledge base (rule set)
to assist in integrating the parts into final architectures, via several
levels. Experiments with a real architectural project, i.e., modeling
ancient southeast Chinese architectures, show that our method is
effective and may simplify the design of the automodeling system
and enhance its performance.

Index Terms—Complex-architectures modeling, granules, hier-
archical ontology design, roughness function.

I. INTRODUCTION

TO MANIPULATE knowledge indirectly to solve practical
problems is the key idea of this paper. In many practical ap-

plications, knowledge often overlaps, and boundaries are vague.
It is quite difficult to classify knowledge directly. However, the
implementation of the knowledge instances may suggest clearer
categories. Consequently, we can distinguish the knowledge by
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its implementations. Since this approach uses granular classes
of instances to reflect and distinguish knowledge, we call it
as “manipulating knowledge by instances” or “manipulating
knowledge indirectly.”

Based on such an idea, in this paper, we address the problem
of modeling complex architectures that share a common style
and structure, for example, ancient Chinese architecture, auto-
matically and efficiently. Our automodeling system [2] features
a knowledge library, which is called “U ,” which contains many
general construction rules. We characterize the rules in U as a
recursive-production grammar system, called the L-system [3],
which is similar to first-order logic. As all of these rules are
manually extracted by architects, most of them are empirical
and imprecise. The knowledge library U may be highly redun-
dant, which is a major drawback, especially when we generate
a single style of architecture, for example, ancient Chinese or
ancient Indian styles. The redundancy in U can be summarized
as follows.

1) The rules in U may define several styles of architecture.
These multiple styles of architecture are redundant for a
specific architecture style. This is called other-style redun-
dancy.

2) Some general rules should be shared by multiple archi-
tecture styles. For example, gate and wall combination
rules may be the same in ancient-Chinese architecture and
in ancient-Indian architecture. This is called share redun-
dancy.

3) Architects may introduce some wrong rules erroneously.
If the architecture generation includes these rules, this
will yield incorrect results. This is called wrong-rule re-
dundancy.

4) More than one rule may refer to the same combination or
topological relationship for a specific style. This is called
repeating redundancy.

The drawbacks of redundancy are as follows.
1) Incorrect rules in U produce unreasonable architectures,

for example, a gate may lie upon the window, and the roof
may lie below a column.

2) As the knowledge library contains rules for multiple styles
and some rules are shared by different styles, the library
generates “ununified” styles and unexpected structures.
It will generate architectures that are hybrids of multiple
styles, for example, some strange architectures may con-
tain an Indian roof, while the house body is in Chinese
style.

3) Redundancy and incorrect rules hinder the performance
of the modeling system. In such a system, users must
generate a large number of instances and can see only a few
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satisfactory results. For example, in the worst case, if users
use the raw knowledge library U to generate some ancient
Chinese-style architectures, over half of the returns will
be incorrect architecture instances due to the redundancy
of knowledge library.

Fortunately, the architectonics provide a perfect categoriza-
tion for distinct architectures or, more precisely, a natural gran-
ulation of the domain. Therefore, we can granulate (categorize)
specific styles of rules.

We adopt the ontology and granular-computing (GrC) tech-
niques. We describe the hierarchical architecture styles formally
with ontologies. We characterize each style as a domain of on-
tology that contains both the instances and the constructing
knowledge of the corresponding concept domain.

We use the upper and lower approximations to represent the
maximal and minimal boundaries of the knowledge, they are
subsets of U , with respect to the corresponding concept domain
and then present a global critical measurement to obtain the
optimal knowledge set from U with minimal roughness. We
also introduce a heuristic-search algorithm that is based on the
hierarchical ontology domain. This algorithm can significantly
increase the efficiency to search the optimal knowledge set with
minimal roughness.

The paper is organized as follows. Section II gives a brief
introduction to our target, task, and related work on architecture
modeling. Section III gives an overview of GrC and presents the
granular models, which are used in our complex-architecture-
modeling problem. Section IV presents our ontology-based rep-
resentation of the modeling problem. In this representation,
architecture modeling is considered to be an ontology-design
process. We present the GrC-based knowledge-distinguishing
method in Section V, as well as a heuristic rule-selection algo-
rithm. Section VI gives implementation details of the modeling
system and knowledge-distinguishing process. Section VII gives
experimental results, and Section VIII gives the conclusion.

II. PROBLEM DESCRIPTION AND RELATED WORK

A. Background and Problem Description

There are many beautiful ancient Chinese buildings in South-
east China, such as the Hefang Street in Hangzhou, Zhou Vil-
lage in nearby Shanghai, and Nanxun town and Xitang town in
Zhejiang Province, as shown in Fig. 1. These ancient examples
vary in appearance, style, and structures. Modeling them manu-
ally is an overwhelming burden; it requires intensive labor and
in-depth domain knowledge.

Our research aims to increase the efficiency of modeling com-
plex architecture in our digital heritage project for ancient South-
east Chinese buildings.

Further analysis of the topologies and structures of these
architectures reveals that they have taken similar basic compo-
nents and like constructions due to the regional characteristics.
Hence, some automodeling techniques can be applied.

It would be beneficial if the modeling process worked auto-
matically at the semantic level by using accumulated domain
knowledge directly extracted from the architectures. To achieve

Fig. 1. Ancient architecture in southeast China. (Top left) Hefang Street in
Hangzhou. (Top right) Zhou Village in Jiangsu Province. (Bottom left) Nanxun
town in Zhejiang Province. (Bottom right) Xitang town in Zhejiang Province.

this goal, we adapt the methodology of GrC on ontology to the
architecture-modeling process.

B. Related Work on Automated Modeling of Architectures

There are four primary categories of automated modeling
technologies: scanner modeling, image-based modeling, text-
to-scene modeling, and procedural modeling.

The scanner-modeling technique uses a laser scanner to scan
the architectures and then obtains points to regenerate the mod-
els of buildings. Typical examples include the digital heritage
project for large-scale architectures, which are carried out by the
University of California, Berkeley [4], and the vehicle-platform-
based scanning method for architecture modeling [5]. However,
these methods are restricted due to the high cost of scanners,
complex lighting conditions, the denseness of buildings, etc.

The image-based modeling technique rebuilds architec-
tural models from multiple photos. Traditional image-based
architecture-modeling methods require a large number of pho-
tos for the same building. They calculate the spatial information
about corresponding points in the photos and then generate the
3-D models. An example is the camera-array-based approach of
Antone and Teller [6]. Another approach combines geometric
information with image information to reconstruct architecture
models [7]. This technique is much cheaper than the scanner
methods, but it still needs a lot of interaction in modeling, and
it cannot generate large numbers of architecture models.

The third automated modeling technique is the text-to-scene
technique [8], [9]. This technique takes natural language as
input, parses sentences that describe scenes, and rebuilds them
based on these sentences. Currently, it can only process simple
scenes and architecture.

The procedural-modeling methods, which we used, can gen-
erate large number of models from only a few input parame-
ters [1], [2], [10]. Parish and Müller [3] introduced a stochas-
tic, parametric L-system to generate geometries for buildings.
A set of rules control the transformation, scaling, extrusion,
and branching of buildings’ geometry. Another approach [11]
is to construct new buildings by combining the basic units of
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buildings, such as a roof, a wall, a window, and a gate. However,
the two aforementioned approaches suffered with the randomic-
ity of the grammar system.

As we can see, all of the aforementioned four automated mod-
eling techniques have their shortcomings in practice. Therefore,
automated-architecture model techniques should be chosen on
a case-by-case basis. In our digital heritage project, we must
generate architecture models cheaply and quickly; therefore,
we use the procedural-modeling technique. We propose corre-
sponding improved techniques via GrC on ontology to overcome
the weakness of the procedural-modeling methods, e.g., uncon-
trollable combination generated by recursive-grammar system.

III. GRANULAR COMPUTING

Granulation seems to be a natural methodology, which is
deeply rooted in human thinking. Many daily “things” are rou-
tinely granulated into sub“things.” For example, the human body
is granulated into the head, neck, etc. The concept of granula-
tion might start from the creation of Leibniz’s calculi; however,
the notion is intrinsically fuzzy, vague, and imprecise. As an
attempt to deal with vague concepts, the fuzzy set of Zadeh and
the Rough Sets of Pawlak have been introduced as a basis on
which to build such calculi. To formalize the concept of “thing”
is difficult, and mathematicians have idealized and simplified
it into the notion of partitions (equivalence relations) and have
developed it into a fundamental part of mathematics, for ex-
ample, congruence in Euclidean geometry, quotient groups and
rings, and the field of algebra, in general. In computer science, it
has been formalized into a programming discipline called struc-
tured programming, which was quite popular in the 1960s and
1970s [12], although it has lost its popularity in recent years.

Nevertheless, the notion of partitions, which does not permit
any overlapping among its granules, seems too restrictive for
real-world problems.

Therefore, a more general theory, namely, GrC [13], is
developed.

The term GrC was coined by Lin and Zadeh [14], [15]: In the
fall of 1996, Lin derived the term “GrC” from Zadeh’s granular
mathematics to his research area. Over the past ten years or so,
the concept has gained substantial momentum and has become
a viable field.

A few words about the pre-GrC period (before the term was
proposed) are emphasized here. The roots of GrC can be found
by Leibniz in his work on “Calculus of Thoughts.” At that time,
it was not recognized that in the calculi of thoughts, noncrip
concepts should be used.

In 1979, Zadeh introduced the concept of information granu-
lation in the context of fuzzy sets [16], and Hobbs presented his
granularity framework [17] in 1985. In 1981, Ginsburg and Hull
studied ordered binary relations in databases [18]. Note that a
binary relation naturally introduces a granulation [19].

During 1988–1989, in his research on approximate retrieval,
Lin derived the notion of neighborhood systems (NSs) from
topological spaces and binary relations [20]. He used the idea to
develop the first nonpartitioning GrC models [21]. Many more
papers (nonpartition cases) were developed by the rough-set

community and others. For this paper, the following three areas
are the most relevant ones:

1) rough mereology [22];
2) relation/logic-based GrC models [13], in which granules

are ordered tuples and not the classical sets;
3) real-world vague and uncertain applications: Many com-

plex real-life problems are vague, uncertain, and impre-
cise, such as image background and foreground classifica-
tion [23] with the pixel-level- based granules, to simulate
dangerous road situations with hierarchical structures of
granules [24] and rough-rule extracting from inconsistent
information systems [25].

Finally, we note that although there is some related work
on spatial reasoning with hierarchical structures of complex
granules [24], [26], as far as we know, our work is the first
to adapt the GrC method to complex-architecture-knowledge
modeling.

To solve the complex-architecture-modeling problem, we in-
troduce two granular models that our architecture-modeling ap-
plication implements. These two models aim to model complex-
architecture elements or granules to construct a specific instance
of architectural style.

A. Concepts and Granular-Computing Models Used
in Our Approach

Our granular approach for architecture-modeling system is
mainly based on the 3th Grc Model [27], and the related concepts
are defined as follows.

Binary NS (BNS) [27]: Let V and W be two classical sets;
each w ∈ W is assigned a subset B(w), such a set is called
a binary neighborhood, and the collection {B(w)|∀w ∈ W} is
called the BNS.

The three-tuple (W,V, β), where β is a BNS, is called a
Binary Grc Model; it is also named 3th Grc Model [27].

The definition of w-neighborhood is given as follows.
1) v and v′ are said to be directly related, if v and v′ are in

the same tuple (of a relation in β), where v′ could be an
element of V or W .

2) If v and v′ are indirectly related and if there is a finite
sequence vi, i = 1, 2, . . . , t such that a) vi and vi+1 are
directly related for every i and b) v = v1 , and v′ = vt+1 ,
then the indirect relation is valid across the different rela-
tions of a granular model.

3) An element v in V is said to be w-related if v and w are
directly or indirectly related.

4) The w-neighborhood Vw consists of all the v ∈ V that are
w-related.

A granular model on multiple V with unique W induces a
BNS as follows [19]:

BW : W −→ 2V ; w −→ Vw

where Vw is a w-neighborhood in V and, hence, induces a binary
granular model (W,V,BW ).
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In our approach, we extend the BNS as sequence BNS, which
is defined as follows.

Letting V and W be two classical sets, where each w ∈ W
is assigned a tuple sequence T (w), such a tuple set is called a
sequence binary neighborhood, and the collection {T (w)|∀w ∈
W} is called the sequence BNS (SBNS), which is denoted as
(W,V, Tw ).

For example, there are two sets W = {w,w′, w′′} and V =
{v1 , v2 , . . . , v8}, and we can construct a SBNS that is a mapping
(map or function) TW : W → seq(V ) as follows:

TW (w) = {v1 , v2 , v3 , v2 , v1} [also presented as r1(w :
v1 , v2 , v3 , v2 , v1)], which indicates that v1 , v2 , and v3 are w-
related. The full SBNS is presented as follows:

r1(w : v1 , v2 , v3 , v2 , v1), r2(w′ : v1 , v4 , v7), r3(w′′ : v8).

Here, v1 and v2 , v2 and v3 , and v1 and v3 are directly related,
according to the relationship r1 . In the same way, v2 and v7 are
indirectly related, v7 and w′ are directly related, and v2 and w′

are indirectly related. Therefore, v2 and v7 are said to be w′-
related. We can then obtain the Vw ′ = {v1 , v2 , v3 , v4 , v7}, and
Vw ′′ = {v8}.

In our modeling system, W is the architecture instance set,
e.g, the house models of architecture, V is the component
set, which include windows, roofs, gates, etc., and the SBNS
TW (W → seq(V )) is the knowledge set (the R in the following
ontology definition).

IV. REPRESENTING ARCHITECTURE AS ONTOLOGY DOMAINS

Our goal is to implement an architecture-modeling system
that can distinguish different elements and styles in a variety
of buildings. In addition, the system should be able to generate
many similarly structured or similarly styled architecture exam-
ples, which are based on semantic knowledge extracted from
existing buildings. We believe that an ontology-based approach
is one of the best ways to achieve these goals.

A. Ontology of Architecture

Gruber gave a general definition of ontology [28]. Ontologies
are typically used as to specify a representational vocabulary
for a shared domain of discourse. This may include definitions
of classes, relations, functions, and other objects. Moreover,
vagueness and imprecision are quite common in practice; there-
fore, many fuzzy terms have been introduced into the ontology
literature [29], [30], and it is also mentioned that “ontologies
are only approximate specifications of conceptualizations” [31].
The rough-set-based hierarchical learning approaches from the
ontology concept [32]–[34] have also found real applications
to solve complex problems. Our architecture-modeling problem
that was based on ontology can be formalized as follows.

The ontology of the architecture can be viewed as a specific
conceptualization of the standard ontology [35]. The intuitive
understanding of the architecture ontology includes a series of
architecture categories, components, and relations, which are
intended to be systematic descriptions that covers all instances
of the specific style. For example, the concept of ancient Chinese
architecture can be defined by the answers to the following three

Fig. 2. Domain concept tree for architecture ontology. It is a plus-category
tree, compared with the one in [1] and [10], and contains more details in the
ancient Chinese domain. Here, our modeling target, i.e., the ancient Southeast
Chinese architecture, belongs to the vernacular architecture domain.

questions. Which kinds of architecture can be classified into the
ancient Chinese category? Which components constitute the
ancient-Chinese architectures? What kind of relationships are
maintained in these components? A good ontology for ancient
Chinese architecture should cover all the instances of that style.

Formally, the ontology of architecture is a three-tuple D =
〈W,R, V 〉, where D represents a label for a domain of archi-
tecture, for example, the southeast Chinese architecture domain
(Dc ). It induces a classification of architectures, which is shown
in Fig. 2. This is related to the first question. Therefore, in a
certain architecture ontology D = 〈W,R, V 〉, having

D ∈ {Dr ,Da,Dm ,Dc, . . .}

V is defined as

V = {v|v is a basic architecture component of the

corresponding domain D}.
V is the set of all related subconcepts (entities or vocabular-

ies) in the architecture ontology. It should include all the sub-
components of represented architectures. This is related to the
second question. For example, the southeast Chinese ancient-
architecture domain’s V could include the components shown
in Fig. 3.

W is defined as

W = {w|w is the instance belonging to the domain of D}.

W is the domain space (or instance set) that includes all
the instances (known examples) within the domain. For ex-
ample, Wc in the ontology of ancient Chinese architecture
Dc = 〈Wc,Rc, Vc〉 should include all the ancient Chinese ar-
chitecture instances.

R is defined as follows:

R = {r|r is an element of SBNS Tw : W → seq(V ). Such a

relation defines an appropriate combination of

architecture components in D}.
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Fig. 3. Two instances in the sample ontology domain. We decompose the w1 to demonstrate the V set of the ontology.

Mathematically, R is an SBNS. These relations define how
various architecture components can be combined appropriately
and smoothly to an instance w. However, in the real case, the
relations or sequences in R are not enumerable, and they are
always presented by some enumerable approximate inductive
representations. In our architecture-modeling system, we use
the L-system-based recursive-grammar rules to represent the
approximate knowledge set. The recursive rules consist of an
inductive relation set for the combination of basic elements in
V , for example, windows, gates, and walls shown in Fig. 3, and
the recursive rule examples are shown in Fig. 6.

B. Architecture-Instance Function

At a high level, the architecture-model-generating-software
system combines various ingredients into a model [2], [36].
Mathematically, it is a function, which is called the architecture-
instance function, that takes a w-neighborhood, i.e., subset Vw

of V , and forms an instance w. The process of realizing this
function for each instance is called designing an ontology for a
specific architecture.

Roughly, the process starts with a V , which are architecture
components, and then selects appropriate relationships, which
are tuples in relations and decision tables, in R to form an
instance, i.e., building, in W . The collection of the components
that are actually used is denoted by Vw ⊆ V . This transformation
of Vw to w is called an architecture-instance function and is
denoted by F .1

Recall that D = (W,R, V ) induces a sequence-binary-
granular model (W,V, TW ). With these, the formal defini-
tion of an architecture-instance function can be described by2

w = Fρ(V ), which is a function that maps a w-neighborhood
Vw of V into an instance w ∈ W using an appropriate subset ρ
of R. In fact, it is the inverse sequence binary relation of TW .
Note that each member of Vw plays active roles to form the
instance w.

1It used to be called generalized function [10], but it has a different meaning in
mathematics; therefore, we have changed it to the architecture instance function.

2It may be presented as w = Fρ (Vw ), since only the elements in Vw are
actually used in the construction process; to avoid misunderstanding of the
circular definition, we use the aforementioned definition.

This modeling process can be described by the following:

W = {w|w = Fρ(V ), ρ ⊆ R} (1)

The aforementioned formula means that the domain space
W contains all the instances that belong to the domain, and
these instances are generated by the instance function with a
specific rule set ρ.3 Then, the maximal rule set that can satisfy
the aforementioned formula is called the knowledge set R.

In practice, the model-generating system starts with the two
basic elements V and R. V contains the basic components,
such as the window, gate, wall, and house. W is the set of
all instances, i.e., buildings, which comprises all the correct
combinations of components. R presents the combination re-
lationships and topological relationships among those compo-
nents in V into an instance in W ; D is the set of all category
labels for those buildings that belong to W , for example, the
ancient Chinese architectures, the ancient Indian architectures,
etc. The architecture-instance function is an architecture-model-
generating system [2], [36] that chooses some basic architecture
components, i.e., a subset Vw of V , and then assembles them
with some combinations and topology-based guides, i.e., R, to
form the architecture model (instances w,w ∈ W ) that belongs
to a certain architecture style, i.e., domain, D.

A sample example of the ontology definition is also shown in
Fig. 3.

D is a sample Chinese ancient southeast architecture domain
only with two instances. In real case, there may be numberless
instances; here, we construct the following example for demon-
stration only.4

V = {v1 , v2 , . . . , v8}
W = {w1 , w2}

R = {r1(w1 = v1v2v4v5v4v5v6v4v7v4v8v4v7v4v8v3)

r2(w2 = v1v2v4v7v4v5v4v7v4v5v3)}.

3In our implementation, ρ consisted of several rules that can be certainly
classified into R. We need to assign these rules in ρ manually.

4In this example, we have omitted the complex location-control terms for the
combination of components.
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Fig. 4. Granular presentation of multiple domains with knowledge overlap, which is similar to the condition in [1].

Obviously, the R set cannot be enumerated when there are
numberless instances, which is quite normal in the real case.
Therefore, we use some L-system-based grammar rules to gen-
erate the sequences of R, and these recursive L-system-based
grammar rules consist of the knowledge library U (or UR ).

An example of U is presented as follows:

U = {L1(vwindow−wall → vwindow−wall|v4)

L2(vwindow−wall → vwindow−wall|v4 |v7)

L3(vroof → v1 |v2)

L4(vhouse → vhouse |vroof |vwindow−wall

|v4 |vwindow−wall|v4)

. . .}.

Here, vwindow−wall , vhouse , and vroof are temporary compo-
nents in logic, and after the recursive generating, they will gen-
erate a final sequences, which are all constituted by the terminal
components v1 , . . . , v8 .

The aforementioned recursive rules are subjectively obtained
from examples; therefore, they could not describe the Chinese
ancient-architecture ontology domain precisely, and they also
contain redundancies, which are mentioned in Section I. For
this reason, we use the granular model, especially the instance
function F , to represent the modeling process and try to obtain
the most proper rule set from U that can describe the corre-
sponding domain knowledge R.

V. GRANULAR COMPUTING ON ONTOLOGY

In the previous section, we defined the ontology. Specifi-
cally, we have built four spaces, i.e., D, W , R, and V , and
an architecture-instance function that converts appropriate data
into an architecture instance, i.e., a building model. Equivalently,
we have defined a sequence-binary-granular model (W,V, TW ).
Observe that TW is the inverse of the architecture-instance func-
tion, where TW : W −→ seq(V ). Next, we will restructure this

granular model so that we can select a most proper subset from
U with respect to TW . Observe that TW is derived from R.

In real applications, the knowledge set R, which can describe
the relationships between entities and domains in ideal world,
cannot be usually obtained or enumerated. As a substitute, we
often choose an proper subset from the recursive rule set UR ,
where the subscript R will be suppressed with redundancy that
has been mentioned in previous sections.

For each instance w, we associate a maximal subset5 ρ(ρ ⊆
UR ) such that w = Fρ(V ). This association gives us a map

B : W → 2UR : w → ρ. (2)

This leads to a new binary granular model (W,UR,B). The rule
set ρ is a binary neighborhood or granule in UR . This binary
granular model has a well-defined notion of lower and upper
approximations that is based on neighborhood systems.

In the processing of real architecture modeling, U (or subsets
in U ) does not match the conceptual version of the knowledge
very well. The situation is illustrated in Fig. 4. The real knowl-
edge set of a specific domain will lie in an irregular shape, as
shown in Fig. 4, each grid represents a rule in the Universal
U , and the real knowledge set will cross some grids, which
means that these crossed rules will be classified either as that
knowledge set, or some other knowledge set, and within vague
boundaries in the rule-based granule. According to Fig. 4, we
can see that none of the rule subsets of U could exactly match
the boundary of the real knowledge set R. However, R can be
approximated by choosing the best-matched subset in U .

P is a subset of U : It contains rules that may not match well
with the boundary of the knowledge set R.

Although R in D = (W,R, V ), which gives (W,UR,B),
cannot be obtained directly, a small rule set K in R can be
determined manually. In the implementation, K is initialized
by several basic architecture-modeling rules that are necessary
for architecture generation. Then, one rule at a time, it tests
whether a rule r in P can be mapped by FK∪{r}(V ) into an

5Here, ρ can be viewed as the most likely knowledge set compared with R.
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instance w ∈ W . By this method, we can find the upper and
lower approximations of P with respect to the ontology domain
D. In the same way, the NPD and NPD can also be defined
by testing the rule r not in P , i.e., r ∈ U − P , whether the
w = FK∪{r}(V ) belongs to the instances set W . We proceed as
follows.

Let the universe U be the whole rule library (knowledge) in
our automodeling system [10]. Letting P be a subset of U , then
approximate sets within the context of D = 〈W,R, V 〉 are6

PD =
⋃ {

r | ∃w, having w ∈ W

w = FK∪{r}(V ), and r ∈ P,K ⊆ R

}
. (3)

The lower approximation of P is

PD =
⋃ {

r | ∀w, having w ∈ W

w = FK∪{r}(V ), and r ∈ P,K ⊆ R

}
(4)

Here, FK∪{r}(V ) is the architecture-instance function of the
ontology domain D = 〈W,R, V 〉. In our modeling system, the
architecture-instance function refers to the process of using the
rule set K ∪ {r} to combine the vocabularies V into a single
architecture instance.

A intuition explanation for the upper and lower approxima-
tions could be found in Fig. 4, the upper approximation R1
consists of all the granules related with the R1 , and the lower
R1 consists of the granules that are all directly within the R1 .

In the same way, we can also define the approximate sets of
the knowledge set P (P = U − P ) with respect to the concept
domain D.

The knowledge set P ’s upper approximate set with respect
to the concept domain D is

NPD =
⋃ {

r | ∃w, having w ∈ W

w = FK∪{r}(V ), and r ∈ U − P,K ⊆ R

}
. (5)

The knowledge set P ’s lower approximate set with respect
to the concept domain D is

NPD =
⋃ {

r | ∀w, having w ∈ W

w = FK∪{r}(V ), and r ∈ U − P,K ⊆ R

}
. (6)

Although the notion of roughness [37] is a rough-set notion,
it is easy to generalize to GrC. Therefore, the roughness of the
knowledge set P with respect to the domain D can be calculated

6∀w ∈ W can be determined by enumerating a large number N of instances.
We believe that the negative condition will occur when the N is large enough.
Note that K is a small rule set in R.

as follows:

χPD
=

|PD | − |PD |
|PD |

. (7)

In addition, the corresponding roughness of knowledge set P
with respect to the domain D can be calculated as follows:

χN PD
=

|NPD | − |NPD |
|NPD |

. (8)

A. Measurement on Minimal Knowledge Boundary

After defining the upper and lower approximations and the
roughness of the rule set P with respect to a certain ontology
domain D = 〈W,R, V 〉, we need to select the best rule set for
the ontology domain, i.e., to find the rule set P that is closest
to the knowledge set R in the ontology domain. To determine
the closeness between the rule set P and the knowledge set R
in an ontology domain, we need a critical metric for closeness.
The measurement should be able to determine the fitness of the
rule set P with respect to the real domain knowledge R.

Why not use the roughness χPD
as the metric for knowledge

selection? The roughness χPD
could well represent the vague

degree of the selected rule set P with respect to R: Less rough-
ness will be less vague to the P , and once the χPD

equals zero,
it will reach the state of being the least vague. However, χPD

always approaches zero when P is a subset of R. Obviously, P
is not the optimal rule set to match the real knowledge set R in
this case. Therefore, roughness only represents the vagueness of
P with respect to R. It does not represent the degree of which
P matches R.

To keep P from shrinking into the true subset of R, another
parameter χN PD

is desired. It will be used to constrain the P
and ensure that P will not be a subset of R.

In our solution, we adopt a roughness-function-based met-
ric to identify the minimal knowledge boundary between the
selected rule set P and the ontology domain knowledge R. In-
tuitively, the roughness-function definition can be understood
as the selected rule set P that contains, at most, the true knowl-
edge, which is represented by χPD

, and the U − P that contains
at least the true knowledge, which is represented by χN PD

.
The roughness-based measurement has been adopted in many

cases [38], [39] and applications [23]. In this paper, we need
a roughness-function metric that can minimize the roughness
of the knowledge set P with respect to the desired ontology
domain and maximize the roughness of knowledge set P with
respect to the desired ontology domain. The roughness-function
measurement is defined as follows:

EPD
= χN PD

− χPD
. (9)

Then, the task of finding the most-suitable knowledge set
with respect to the ontology domain is equivalent to calculating
each knowledge rule set’s roughness-function measurement and
to choose the knowledge set, whose roughness function mea-
surement is maximal as the best domain-knowledge set. The
appropriate knowledge set P with respect to the ontology do-
main D can be calculated by the following:

P ∗ = arg max (EPD
). (10)
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B. Heuristic Knowledge-Selection Algorithm Based on a
Hierarchical-Concept Domain

Selection of appropriate rules from the large architecture-
modeling knowledge library is a time-consuming process. We
would like a more efficient method than the full-search policy.

Before presenting the algorithm, we first state the monotonic-
ity theorem. The theorem follows from the assumption that the
modeling system’s rule units are not a good fit for the knowledge
granules.

Monotonicity Theorem. Assume that K and K ′ are two
knowledge rule sets in U (K ⊆ U , K ′ ⊆ U ) and that K ′ =
K ∪ {k}, k /∈ K, D(W,R, V ) is an ontology domain concept.
We then have

k ∈ R ↔ EKD
< EK ′

D
.

We prove the theorem in two parts: k ∈ R → EKD
< EK ′

D
,

and EKD
< EK ′

D
→ k ∈ R.

Proof. k ∈ R → EKD
< EK ′

D
.

First, calculate the following formula:

EKD
− EK ′

D
= (χN KD

− χKD
) − (χN K ′

D
− χK ′

D
)

= (χN KD
− χN K ′

D
) + (χK ′

D
− χKD

).

Then, consider the following two formulas: χK ′
D
− χKD

, and
χN KD

− χN K ′
D

. Based on their definitions, we get

χK ′
D
− χKD

=

(
1 − |K ′

D |
|K ′

D |

)
−

(
1 − |KD |

|KD |

)

χN KD
− χN K ′

D
=

(
1 − |NKD |

|NKD |

)
−

(
1 − |NK ′

D |
|NK

′
D |

)

i.e.,

χK ′
D
− χKD

=
|KD |
|KD |

− |K ′
D |

|K ′
D |

χN KD
− χN K ′

D
=

|NK ′
D |

|NK
′
D |

− |NKD |
|NKD |

.

If k ∈ R, then k is in the lower approximation of K ′, which
means |K ′

D | = |KD | + 1. So do NK ′
D and NKD , and there-

fore, |NK ′
D | + 1 = |NKD |.

Similarly, k is contained in both the upper approximation of
K ′ and NK (NK = U − K). Therefore, the upper approxima-
tions have the following relationships:

|K ′
D | = |KD | + 1

|NKD | = |NK
′
D | + 1.

In addition

χK ′
D
− χKD

=
|KD |
|KD |

− |KD | + 1
|KD | + 1

=
|KD | − |KD |

|KD |(|KD | + 1)

χN KD
− χN K ′

D
=

|NK ′
D |

|NK
′
D |

− |NK ′
D | + 1

|NK
′
D | + 1

=
|NK ′

D | − |NK
′
D |

|NK
′
D |(|NK

′
D | + 1)

.

We then have7

χKD
− χK ′

D
≤ 0 and χN KD

− χN K ′
D

< 0

or

χKD
− χK ′

D
< 0 and χN KD

− χN K ′
D
≤ 0

which leads to

EKD
< EK ′

D
.

Proof. EKD
< EK ′

D
→ k ∈ R.

First, assuming k /∈ R, there may be the following two con-
ditions for k.

1) k is not the boundary element of the knowledge set R: k
will not generate any instances in the domain D(W,R, V ),
which does not affect the lower and upper approxima-
tions of K and K ′; therefore, we have χKD

= χK ′
D

, and
χN KD

= χN K ′
D

, i.e., EKD
= EK ′

D
.

2) k is the boundary element of the knowledge set R: k
generates at least one instance in the domain D(W,R, V );
therefore, we have KD + 1 = K

′
D , NK ′

D + 1 = NKD ,
and KD = K ′

D , NKD = NK ′
D .

Therefore, we have

χK ′
D
− χKD

=
|KD |
|KD |

− |K ′
D |

|K ′
D |

> 0

χN KD
− χN K ′

D
=

|NK ′
D |

|NK
′
D |

− |NKD |
|NKD |

> 0

i.e.,

EKD
> EK ′

D
.

At last, we have the following conclusion based on our as-
sumption (k /∈ R):

EKD
≥ EK ′

D

This contradicts EKD
< EK ′

D
; therefore, the assumption is

incorrect, and we have k ∈ R. QED.
The monotonicity theorem can be understood as follows:

Adding only the rules that belong to the knowledge set R into
the selected rule set P increases the value of roughness function.
Once there are no more rules that can increase the roughness
function, the rule set is optimal with respect to the knowledge
set.

Next, we present an effective heuristic knowledge-selection
algorithm to compute the best knowledge set P ∗ from a cer-
tain knowledge set. We call it the Domain-Knowledge-based
Heuristic-Selection (DKHS) algorithm. The heuristic pruning
of the spatial search tree is based on the monotonicity theorem
given previously. The algorithm is as follows.

7Here, both χK D
− χK ′

D
= 0, and χN K D

− χN K ′
D

= 0, iff all the ele-

ments in U that are crisp belonged to R or did not belong to R, i.e., UD = UD .
Obviously, in the architecture-modeling case, there must be some relation ele-
ments that are fuzzy that belonged to R; then, UD �= UD .
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Note that the function E(S,D) denotes the roughness-
function measurement of the knowledge set S with respect to
domain D. The DKHS algorithm recursively searches the input
rule set S and produces the best knowledge set with respect to
domain D.

The algorithm starts with the full set U and repeatedly re-
moves one rule from Sl−1

i in turn to generate subsets Sl
i , where

l is the current level, and i is the sequence of different subsets.
If E(Sl−1

i , D) > E(Sl
i ,D), the branch of Sl−1

i will be pruned;
otherwise, it will recursively search the next level.

Normally, the input knowledge set S is initialized to U : the
entire architecture-modeling rules library of our modeling sys-
tem. As Fig. 4 shows, the knowledge rules overlap in both their
upper and lower approximations, e.g., the upper and lower ap-
proximations of R1 may overlap with the R2 . They may even be
subsets of each other. For example, the rule set of general archi-
tecture R is a subset of both the ancient Chinese architectures’
R1 and the Indian architectures’ R2 . We can use the hierarchical
category of these domains, as shown in Fig. 2, i.e., we can begin
the search from the appropriate child domain-knowledge-rule
set rather than searching the whole universe U . In addition, use
of the parent domains can increase the search efficiency, since
they can help to validate S ′ in step 5.

VI. IMPLEMENTATION

A. General Implementation of the Modeling System

A model of ancient southeast Chinese architecture should first
design the basic architecture components with a specific style,
such as a window, wall, and roof, in ancient southeast Chinese
style, as shown in Fig. 3. They consist of the vocabulary set V in
our approach. Then, the architect should define the combination
relations and topology relations for these basic components, i.e.,
the knowledge library U in our approach.

Fig. 5. Implementation diagram of the automodeling system with ontology
approach.

Therefore, the goal of our approach is to select the best rule set
P (from U ), which can be mostly alike with the knowledge R in
ancient southeast Chinese architecture ontology D(W,R, V ).
To achieve this goal, we need to solve two problems. The first
one follows: By which measure can we evaluate the quality of
the selected rule set P ? The other one is as follows: When should
we determine the best P , according to that measure of quality?
In our approach, the roughness function EPD

with respect to
the ancient southeast Chinese architecture ontology domain D
is used as the measure of quality. It can also determine that the
optimal condition occurs when the degree to which P satisfies
EPD

is maximal, according to the monotonicity theorem applied
to the roughness function.

The implementation of our architecture-modeling system
is shown in Fig. 5. It has two parameters: The architecture-
modeling knowledge rules, which corresponds to the knowledge
library U in the ontology domain, and the basic architecture
elements, i.e., components, which corresponds to vocabulary
set V in the ontology domain. From these parameters, which
are guided by the input rules, the architecture generator com-
bines the architecture components and generates the architec-
ture instances. A style-checking module, which is used to ver-
ify whether the instance’s style is desirable, is as follows. The
detailed system implementation of our architecture-modeling
system can be found in [2] and [10].

B. Knowledge Presentation in Architecture Modeling

The architecture-modeling knowledge is presented in terms
of recursive rules about basic architecture elements. The ba-
sic architecture elements are natural architectural components
or vocabularies in the ontology domain, as shown in Fig. 3.
Each recursive rule adopts the improved L-System grammar
with components’ ratio, as shown in Fig. 6. In Fig. 6, the rule
defines both the combination relationship and the ratio relation-
ship. Here, the ratio includes four parameters: width, length,
height, and number. The first three parameters describe the out-
line ratio relationship between components, and the numeric
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Fig. 6. Recursive production rules for modeling architectures defined in our
previous work [2]. The rule defines both the combination and the ratio relation-
ships. The ratio includes four parameters: width, length, height, and number. The
first three parameters describe the outline ratio relationship among components,
and the number parameter describes the numeric ratio among components.

parameter describes the number ratio between components. The
recursive-production knowledge-based modeling system can be
viewed as a kind of language system. The architecture com-
ponents are the basic vocabularies, and the recursive rules on
topology and combination define the language grammars. The
right vocabularies assembled randomly cannot produce the right
sentence; only the right vocabularies properly assembled under
the specified grammars can produce the right sentence. There-
fore, using the correct rules on topology and combination is
quite important in order to describe and model the vernacular
houses’ styles and structures correctly.

C. Ontology-Domain Verification

The ontology-domain verification is implemented in the style-
check module in Fig. 5. Its purposes are to check the generated
architecture instance and to check whether the instance belongs
to the desired ontology domain. In our system, the generated
house is established by a production of the recursive grammar,
and each house can be represented individually as a sequence of
grammar terms. This way, the style-judging work can be reduced
to grammar checking. In addition, the verification system only
needs to check the sequences generated by the production en-
gine and match them with the predefined style-term sequences.
In our modeling system, the components and control rules are
all described in Extensible Markup Language (XML); we then
verify them with a document-type definition (DTD)-based tech-
nique [10].

VII. EXPERIMENTS AND RESULTS

In our digital heritage project, we have taken the rough-set-
based domain-knowledge-selection approach. In this section,
we present three comparable experiments within the ancient
southeast Chinese architecture domain.

In experiments 1 and 2, we use several knowledge rule sets
as input parameters to generate architecture instances and then
evaluate the results. The detailed experiments’ process is shown
in Fig. 5.

All the input rule sets use similar vocabularies over the ancient
Chinese architecture domain, which means that they all use the
same basic architecture components, as the generator’s input
parameters. We also use the same southeast Chinese architecture
domain style DTD [2] to verify the instances generated by the
input rule sets.

We use the input knowledge rule set to generate 2000 archi-
tecture instances and record the number of instances that belong
to the ancient southeast Chinese architecture, which are noted
as Ic , and the number of instances that do not belong to the an-
cient southeast Chinese architecture, which are denoted by Ic .
I is the total number of instances: I = Ic + Ic = 2000. Then,
we calculate the domain hit ratio, which is noted as H , with the
following:

H =
Ic

I
=

Ic

Ic + Ic
. (11)

Similar to the error-rate measurement used in the classifier,
the domain hit ratio describes the performances of the input
knowledge rule set fitted for the ontology domain.

In experiment 1, we adopt two evaluative metrics and two
search policies to generate four knowledge rule subsets (R1 ,
R2 , R3 , R4) from the whole knowledge rule library U . We use
these four sets as input parameters and then evaluate them with
their hit ratios; the hit ratios of their corresponding complement
sets (U − Ri) are also presented in experiment 1. These two
evaluative metrics are rough function (RF), which is defined
in our approach, and rough entropy (RE) [1], [23], which is
proposed by Pal and used to extract image objects. The RE in
our experiment is calculated as follows:

EPD
= −[χPD

log2(χPD
) + (1 − χN PD

)log2(1 − χPD
)].
(12)

Besides the recursive backward-search policy, which is
DKHS algorithm in our approach, we also implement the
QUICKREDUCT algorithm (QR) [40], it is a forward-search
algorithm and adopts a greedy increasing policy. The results of
experiment 1 are shown in Table I.

In our automodeling system, there are total 244 rules (|U | =
244), all of which are subjectively given by the architectural
experts, and to further evaluate the performance of our approach,
we also carry out the experiment 2, which randomly selects
several rule sets (Ti) from U . Among them, the rule numbers in
T2 , T3 , T4 , and T5 are same with the four rule sets in experiment
1, respectively. The experimental results are shown in Table II

Experiments 1 and 2 show that the rule sets selected with
evaluative metrics will be much fitter than the randomly-selected
rule sets with respect to the knowledge domain because their
domain hit ratios are all much higher than the randomly selected
rule sets. The domain hit ratio of T6 (also U ) is 0.332 under
2000 instances generated by our automodeling system, which
indicates that the whole knowledge library is highly redundant
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TABLE I
EXPERIMENTAL RESULTS ON DIFFERENT EVALUATION MATRICES AND SEARCH POLICIES

TABLE II
EXPERIMENTAL RESULTS ON SEVERAL RANDOM SELECTED RULE SETS FROM U

with respect to the knowledge of the ancient southeast Chinese
architecture.

By implementing the DKHS + RF algorithm on the Uni-
versal U (the whole knowledge library), we get the most suit-
able knowledge rule set R4 (containing 105 rules) with respect
to the ancient southeast Chinese architecture domain, and the
domain hit ratios of the knowledge set R1 and R3 are much
greater than the ratios of the T1 , T2 , . . . , T6 and almost reach
the levels of R2 and R4 . This suggests that RF may be a better-
evaluated metric in the case of selecting approximation for the
architecture-modeling knowledge set, although RE is also able
to evaluate the tightest of the selected rule set, compared with
the knowledge set.

Although, the greedy search policy in QR can reduce the
search time much, both the RE and RF metrics under the QR
cannot reach the global peak. The reason may be that the mono-
tonicity of RF can only guarantee the maximal RF is optimal,
while increasing along the direction of maximal grads in the RF
may not reach the global peak. Therefore, the QR + RF obtains
a much small rule set, while QR + RE obtains too many rules.

As there are four types of redundancy cases, which are de-
scribed in Section I, we further analyze the relationship between
the redundancy conditions and the selected knowledge set. After
considering the instances generated by R4 , the wrong instances
in this condition are all caused by the combination of multi-
ple rules and not introduced by only one rule. This means the
selection algorithm has successfully removed the wrong-rule
redundancy and other-style redundancy. However, there may
be some share redundancy or repeating redundancy remaining
in the selected rule set R4 . Within U − R4 , there still are sev-
eral satisfied instances, which indicate that the raw knowledge

TABLE III
USER CASE EXPERIMENTAL RESULTS FOR THE INSTANCES GENERATED BY

DIFFERENT RULE SETS

set U must contain repeating redundancy, and the selection
algorithm can remove some of this redundancy. Based on the
vague knowledge-boundary assumption, the DKHS + RF algo-
rithm can do a good job of distinguishing both the wrong-rule re-
dundancy and other-style redundancy and partially distinguish-
ing the repeating redundancy. However, the share redundancy
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Fig. 7. Experimental results generated by unselected knowledge rules, including the whole knowledge library U and the randomly selected knowledge rule set
T . (a)–(c) are houses generated by U , and (d)–(f) are houses generated by T1 .

Fig. 8. Experimental results generated by the rule set R, which is selected by the DKHS algorithm with respect to the ancient Chinese architecture domain.
(a)–(f) Six typical topologies of houses in southeast Chinese ancient architecture.

condition may be more difficult, and our future research will
address this problem.

We also carry out experiment 3, which is a user-study experi-
ment, to evaluate the effectiveness and validity of our approach
to generate buildings with correct style. We invite 50 graduate
students from different background to evaluate the results that
are generated by our architecture-modeling system with differ-
ent rule-sets input. Each input rule set generates ten architecture
instances.

In our user study, the instances are randomly presented to the
testers, and the participants grade the quality of the instances,
whether it is a correct Chinese ancient-architecture instance,
using the following scores: 0 for totaly wrong, 5 for moderate
between wrong and right, 10 for perfect, the value between 0
and 5 for less correct, and the value between 5 and 10 for more
correct.

We then record the scores of each instances by rule sets and
then calculate the average scores and standard deviation of each
rule set; results are shown in Table III. The average scores of
R4 (DKHR + RF) is 8.79, which is the rule set that achieves
the best performance. The average scores of T1 , . . . , T6 are all

much lower than the previous four test sets, which suggests that
the rule selection with a proper metric is quite necessary and
effective.

Finally, several generated instances are shown in Figs. 7 and
8. Fig. 7 shows the architectural models generated by the knowl-
edge set U and T1 . Fig. 8 shows the architectural models gen-
erated by the knowledge set R4 , which is filtered by the rough-
set-based algorithm.

VIII. CONCLUSION

We have introduced a new approach that combines the
ontology-design method with the GrC method to enhance the
accuracy and performance of modeling complex architectures.
The main unique features worth noting include the following:

1) We have presented an ontology-based description for dif-
ferent classes of architectures, using formal ontologies to
define the complex-architecture problem.

2) We describe the knowledge-overlapped condition from
both the ontology and granular approaches. The
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architecture ontology domains are organized as a hier-
archical tree structure, which can simplify the complex-
architecture-modeling problem by reusing and distin-
guishing these overlaps.

3) We construct a granular model for the architecture-
modeling knowledge about a certain ontology domain.
To distinguish the rough boundaries of a knowledge set is
difficult; therefore, our granular model distinguishes them
indirectly, i.e., by defining the upper and lower approxi-
mations by distinguishing the instances that are generated
by the knowledge rules.

4) We present a roughness-function-based measurement to
evaluate the degree of a knowledge set with respect to
a certain ontology domain. Based on the Monotonicity
Theorem of the roughness function, we also present a
heuristic rule-selection algorithm, i.e., DKHS, which can
increase the efficiency of the algorithm by pruning the
searching tree.

The method introduced in this paper has been implemented
in our ancient southeast Chinese architecture digital heritage
project. It can simplify the design of the automodeling system
and increase the hit rate when generating complex architectures
with similar style structure. Additionally, the highlighted fea-
tures of our approach could be used in other similar applications
that cannot directly distinguish the objects.
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