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This paper is concerned with the periodic solutions of the following delay non-autonomous
systems

u0ðtÞ ¼ �f ðt;uðt � rÞÞ; ð1Þ

where r > 0, f 2 C(R1 � Rn,Rn) satisfies f(t + r,z) = f(t,z) for all z 2 Rn. Some multiplicity
results of periodic solutions of (1) are obtained via variational methods.

� 2011 Elsevier Inc. All rights reserved.

1. Introduction and preliminaries

In this paper, we consider the multiplicity problems of periodic solutions for the following non-autonomous delay
systems

u0ðtÞ ¼ �f ðt;uðt � rÞÞ ð1:1Þ

via variational methods, where r > 0, f 2 C(R1 � Rn,Rn) satisfies f(t + r,z) = f(t,z) for all z 2 Rn.
For autonomous delay differential equations dealing with scalar, the existence of the periodic solutions has been exten-

sively studied in the past years via fixed point theory and some other techniques, for example, see [1–7]. It is not our purpose
to give a survey in this paper. We only mention some related work here. In 2005, Guo and Yu [8] took the lead in using the
variational approaches to study the existence of multiple periodic solutions for (1.1), and a multiplicity result was given by
using a pseudo-index theory. Up to now, to the authors’ knowledge, there is not any other existence and multiplicity results
of periodic solutions for (1.1) dealing with variational approaches. In the present paper, our main purpose is to study the
multiplicity of periodic orbits for the systems (1.1) via some recent critical point theorems for strongly indefinite functionals.

Now, we give some preliminaries. Let X and Y be Banach spaces with X being separable and reflexive, and set E = X � Y. Let
S � X� be a dense subset. For each s 2 S, there is a semi-norm on E defined by

ps : E! R1; psðuÞ ¼ jsðxÞj þ kyk for u ¼ xþ y 2 X � Y :

We denote by T S the topology on E induced by semi-norm family {ps}, and let w and w⁄ denote the weak-topology and
weak⁄-topology, respectively.

For a functional U 2 C1(E,R1) we write Ua = {u 2 E : U(u) P a}. Recall that U0 is said to be weak sequentially continuous if
for any uk N u in E, one has limk?1U0(uk)v ? U0(u)v for each v 2 E, i.e. U0 : (E,w) ? (E⁄,w⁄) is sequentially continuous. For
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c 2 R1 we say that U satisfies the (C)c condition if any sequence {uk} � E such that U(uk) ? c and (1 + kukk)U0(uk) ? 0 as
k ?1 contains a convergent subsequence. Similarly, we say that U satisfies the (PS)c condition if any sequence {uk} � E such
that U(uk) ? c and U0(uk) ? 0 as k ?1 contains a convergent subsequence.

Suppose that

(U0) for any c 2 R1, Uc is T S-closed, and U0 : ðUc; T SÞ ! ðE�;w�Þ is continuous,

(U1) there exists a q > 0 such that j :¼ infU(@Bq
T

Y) > 0, where

Bq ¼ fu 2 E : kuk < qg;

(U2) there exists a finite dimensional subspace Y0 � Y and R > q such that �c :¼ sup UðE0Þ <1 and supU(E0nS0) <
infU(Bq

T
Y), where

E0 :¼ X � Y0; and S0 ¼ fu 2 E0 : kuk 6 Rg:

(U3) there exists an increasing sequence of finite dimensional subspaces Yn � Y and there exist Rn > q such that
supU(En) <1 and supU(EnnSn) < infU(Bq

T
Y), where En :¼ X � Yn, Sn = {u 2 En : kuk 6 Rn}.

Theorem 1.1 [9]. Assume that U is even and (U0)–(U2) are satisfied. Then U has at least m = dimY0 pairs of critical points with
critical values less than or equal to �c provided U satisfies the (C)c condition for all c 2 ½j; �c�.

Theorem 1.2 [10]. Assume that U is even and (U0), (U1) and (U3) are satisfied. Then U has an unbounded sequence of critical
values provided U satisfies the (PS)c condition for every c 2 (0,1).

In our applications we take S ¼ X�, so that T S is the product topology on E = X � Y given by the weak topology on X and
the strong topology on Y. Moreover, we need the following lemma which can be found in [10,11].

Lemma 1.1. Suppose U 2 C1(E,R1) be the form

UðuÞ ¼ 1
2
ðkyk2 � kxk2Þ �WðuÞ for u ¼ xþ y 2 E ¼ X � Y

such that

(i) W 2 C1(E,R1) is bounded from below,
(ii) W : (E,w) ? R1 is sequentially lower semicontinuous, that is, uk ? u in (E,w) implies

WðuÞ 6 lim inf
k

WðukÞ;

(iii) W0: (E,w) ? (E⁄,w⁄) is sequentially continuous,
(iv) m:E ? R1, m(u) = kuk2 is C1 and m0: (E,w) ? (E⁄,w⁄) is sequentially continuous.Then U satisfies U0.

2. The variational set

First of all, one can easily find that (1.1) can be transformed to the equation

u0ðtÞ ¼ �kf kt;u t � p
2

� �� �
ð2:1Þ

by making the change of variable t# p
2r t ¼ k�1t. This implies that a 4r-periodic solution of (1.1) corresponds to a 2p-periodic

solution of (2.1). Hence we will only seek for the 2p-periodic orbits of (2.1) in the sequel.
Throughout this paper, we always assume that

(f1) f(t,z) is odd in z, i.e. f(t,�z) = �f(t,z) for all t 2 [0,r],
(f2) there exists a continuously differentiable function F(t,z) 2 C1(R1 � Rn,R1) such that rzF(t,z) = f(t,z) for all

(t,z) 2 R1 � Rn,
(f3) one of the following conditions holds:

(I) there exists a symmetric matrix B = (bij)n�n such that limjzj!1
jf ðt;zÞ�Bzj
jzj ¼ 0 uniformly for all t 2 [0,r].

(II) there exist constants a > 0 and p > 2 such that

jf ðt; zÞj 6 a 1þ jzjp�1
� �

for all (t,z) 2 [0,r] � Rn.
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Similar to the treatment in [8], we introduce the following variational set. Let L2(S1,Rn) be the space of square integrable
2p periodic vector-valued functions with dimension n. Let C1(S1,Rn) be the space of 2p-periodic C1 vector-valued functions
with dimension n. For any u 2 C1(S1,Rn), it has the following Fourier expansion in the sense that it is convergent in the space
L2(S1,Rn)

uðtÞ ¼ au
0ffiffiffiffiffiffiffi

2p
p þ 1ffiffiffiffi

p
p

Xþ1
j¼1

ðau
j cos jt þ bu

j sin jtÞ;

where au
0; a

u
j ; b

u
j 2 Rn. Let H ¼ H

1
2ðS1;RnÞ be the closure of C1(S1,Rn) with respect to the Hilbert norm

kuk
H

1
2
¼ jau

0j
2 þ

Xþ1
j¼1

ð1þ jÞ jau
j j

2 þ jbu
j j

2
� �" #1

2

:

More specifically, H
1
2ðS1;RnÞ ¼ u 2 L2ðS1;RnÞ : kuk

H
1
2
< þ1

n o
with the inner product

hu;viH ¼ ðau
0; a

v
0Þ þ

Xþ1
j¼1

ð1þ jÞ ðau
j ; a

v
j Þ þ ðb

u
j ; b

v
j Þ

h i
for any u; v 2 H

1
2ðS1;RnÞ, where (�, �) denotes the usual inner product in Rn. The norm on H is defined by

kukH ¼ jau
0j

2 þ
Xþ1
j¼1

ð1þ jÞ jau
j j

2 þ jbu
j j

2
� �" #1

2

:

By Proposition 6.6 in [12] we know that H is compactly embedded in Ls(S1,Rn), where s 2 [1,1).
Now consider a functional I defined on H, given by

IðuÞ ¼
Z 2p

0

1
2

_u t þ p
2

� �
;uðtÞ

� �
þ kFðkt;uðtÞÞ

� �
dt ð2:2Þ

for any u 2 H, where _uðtÞ denotes the weak derivative of u. We define an operator L : H ? H⁄ as follows: for any u 2 H, which
is given by

LuðvÞ ¼
Z 2p

0

_u t þ p
2

� �
; vðtÞ

� �
dt

for all v 2 H, where H⁄ denotes the dual space of H. By the Riesz representation theorem, we can identify H⁄ with H. Thus, Lu
can also be viewed as a function belonging to H such that hLu,viH = Lu(v) for any u,v 2 H.

For any u 2 H, define a bounded linear operator f : H ? H as follows: fuð�Þ ¼ u � þ p
2

� �
. Set E = {u 2 H : f2u = �u}. Then E is a

closed subspace of H and invariant with respect to L. It is easy to check that L is a bounded linear operator on H. Moreover, LjE
is self-adjoint.

Let e1,e2, . . .,en denote the usual normal orthogonal bases in Rn. Define the subspaces E+ and E� of E as follows:

Eþ ¼ spanfek cosð2j� 1Þt; ek sinð2j� 1Þt : j 2 Zþ; j is even; k ¼ 1;2; . . . ;ng;

E� ¼ spanfek cosð2j� 1Þt; ek sinð2j� 1Þt : j 2 Zþ; j is odd; k ¼ 1;2; . . . ;ng;

where Z+ is the set of all positive integers. By using the definition of E and a Fourier series argument, we see that E = E+ � E�.
Moreover, for any u 2 E+, it has a Fourier expansion as follows:

uðtÞ ¼ 1ffiffiffiffi
p
p

Xþ1
j¼1

au
4j�1 cosð4j� 1Þt þ bu

4j�1 sinð4j� 1Þt
h i

:

Thus,

hLu;uiH ¼
Z 2p

0
ð _uðt þ p

2
Þ;uðtÞÞdt ¼

Xþ1
j¼1

ð4j� 1Þ jau
4j�1j

2 þ jbu
4j�1j

2
� �

P
1
2

Xþ1
j¼1

4j jau
4j�1j

2 þ jbu
4j�1j

2
� �

¼ 1
2
kuk2

H:

Similarly, hLu;uiH 6 � 1
2 kuk

2
H for any u 2 E�. Then we can define an equivalent norm k�k on E given by

kuk2 ¼ hLuþ;uþiH � hLu�;u�iH
for u = u+ + u� 2 E+ � E�. Denote by h�, �i the inner product corresponding to k�k on E. Clearly, the spaces E+ and E� are mutu-
ally orthogonal with respect to the inner products h�, �i, h�, �iH and h�; �iL2 by the orthogonality of trigonometric functions,
where h�; �iL2 denotes the usual inner product on L2(S1,Rn).

Let

GðuÞ ¼
Z 2p

0
kFðkt;uðtÞÞdt
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for any u 2 H. Then I(u) can be rewritten as

IðuÞ ¼ 1
2
ðkuþk2 � ku�k2Þ þ GðuÞ ð2:3Þ

for u = u+ + u� 2 E.

Lemma 2.1. G is weakly sequentially continuous on H under the assumption (f3).

Proof. Since f(t,z) is r-periodic in t, by (f3), there are constants c1,c2 > 0 such that

jf ðt; zÞj 6 c1 þ c2jzjp�1 ð2:4Þ

for all (t,z) 2 R1 � Rn. Let {uk} be any sequence converging to some u weakly in H. By the compactness of embedding, one has
uk ? u in Lp(S1,Rn). By H€older inequality we have

jGðukÞ � GðuÞj ¼ k
Z 2p

0
Fðkt;ukÞ � Fðkt;uÞdt

				 				 ¼ k
Z 2p

0

Z 1

0
f ðkt;uþ sðuk � uÞÞ;uk � uð Þdsdt

				 				
6 k

Z 2p

0

Z 1

0
c1 þ c2juþ sðuk � uÞjp�1
� �

juk � ujdsdt

6 k
Z 2p

0
c1juk � ujdt þ k

Z 2p

0
c2ðjuj þ juk � ujÞp�1juk � ujdt

6 k
Z 2p

0
c1juk � ujdt þ k

Z 2p

0
2p�1c2 jujp�1 þ juk � ujp�1

� �
juk � ujdt

6 c3 1þ kukp�1
Lp þ kuk � ukp�1

Lp

� �
kuk � ukLp ;

where c3 > 0 is a constant. This implies G(uk) ? G(u). The proof is completed. h

By Proposition B.37 in [12], we have the following lemma.

Lemma 2.2. Assume that f satisfies (f2) and (f3). Then the functional I is continuously differentiable on H and I0(u) is defined by

I0ðuÞv ¼
Z 2p

0

1
2

_u t þ p
2

� �
� _uðt � p

2
Þ;vðtÞ

� �
þ kðf ðkt;uðtÞÞ; vðtÞÞ

� �
dt

for all v 2 H. In particular,

I0ðuÞv ¼
Z 2p

0
_u t þ p

2

� �
;vðtÞ

� �
þ kðf ðkt;uðtÞÞ; vðtÞÞ

h i
dt

for all u,v 2 E.
Moreover, G0 : H ? H⁄ is a compact mapping and

G0ðuÞv ¼
Z 2p

0
kðf ðkt; uðtÞÞ;vðtÞÞdt;

for any v 2 H.
By the Riesz theorem, we can view G0(u) as an element of H for any u 2 H. In addition, one can easily prove that E is invari-

ant with respect to G0 under condition (f1)(see [8]). As usual, we identify u 2 H with its continuous representant.
Since E is invariant with respect to L and G0, an argument as in [8] yields.

Lemma 2.3. Assume that f satisfies (f1), (f2) and (f3). Then a critical point of functional I restricted to E is a 2p-periodic solution of
system (2.1).

Remark 2.1. It is pointed in [8] that a critical point u of I in H is a weak solution of (2.1). However, a simple regularity argu-
ment shows that u 2 C1(S1,Rn) (see the proof of Theorem 6.10 in [12]).

Remark 2.2. As usual, we should deal with (2.2) in the space H. But, according to Lemma 2.3, we only need to treat the func-
tional I in the subspace E of H. From now on we will view I as IjE.

3. Main results

In this section we denote by Z+ the set of all positive integers; ci stand for different positive constants for i 2 Z+.

1768 K. Wu, X. Wu / Applied Mathematics and Computation 218 (2011) 1765–1773
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The following hypotheses will be used in our main results.

(f4) limjzj!0
jFðt;zÞj
jzj2
¼ 0 uniformly for t 2 [0,r],

(f5) ðBz; zÞ > p
2r jzj

2 for all z 2 Rnn{0},

(f6) for any positive integer j; ð�1Þjþ1 ð2j�1Þp
2r R rðBÞ, where r(B) is the set of all eigenvalues of B; B is the n � n symmetric

matrix appearing in (f3)(I).

Define m ¼max j 2 Zþ : ð4j� 3Þjzj2 < 2r
p ðBz; zÞ for z–0

n o
. Then we have the following main result.

Theorem 3.1. Assume that f satisfies (f1), (f2), (f3)(I) and (f4)–(f6). Then (1.1) possesses at least 2mn pairs of 4r-periodic classical
solutions.

Proof. We will show that U(u) = �I(u) satisfies all hypotheses of Theorem 1.1. The proof of this theorem will be divided into
several parts.

Step 1. We prove that U satisfies (U0). Let X = E+, Y = E� and W(u) = G(u). Then

UðuÞ ¼ 1
2
ðkyk2 � kxk2Þ �WðuÞ for u ¼ xþ y 2 X � Y ;

and W(u) 2 C1(E,R1) satisfies (ii) of Lemma 1.1 by Lemma 2.1.
Let {uk} be any sequence converging to u weakly in E. For 1 6 r <1, since the injection of E into Lr(S1,Rn) is continuous, the

sequence {uk} converges to u weakly in Lr(S1,Rn). Hence, in Lr(S1, Rn), any convergent subsequence of {uk} converges to u, and
hence Z 2p

0
jujrdt ¼ lim inf

k!1

Z 2p

0
jukjrdt 6 lim sup

k!1

Z 2p

0
jukjrdt ¼

Z 2p

0
jujrdt:

It follows that uk ? u in Lr(S1,Rn) and uk ? u a.e. on [0,2p]. Thus, for every v 2 E we get that (f(kt,uk(t)),v(t)) ? (f(kt,u(t)),v(t))
a.e. for t 2 [0,2p]. Moreover, by (2.4), one hasZ 2p

0
ðf ðkt;ukðtÞÞ; vðtÞÞdt

				 				 6 Z 2p

0
c1jvj þ c2jukjp�1jv j
h i

dt 6 c1kvkL1 þ c2kukkðp�1Þ
Lp kvkLp ! c1kvkL1 þ c2kukðp�1Þ

Lp kvkLp :

Thus, the Vitali theorem is applicableZ 2p

0
ðf ðkt;ukðtÞÞ;vðtÞÞdt !

Z 2p

0
ðf ðkt;uðtÞÞ;vðtÞÞdt;

that is, W0(uk)v ? W0(u)v for any v 2 E. Hence W satisfies (iii) of Lemma 1.1. Moreover, note that E is a Hilbert space. (iv) of
Lemma 1.1 holds, obviously.

It remains to prove that W is bounded from below. Notice that f 2 C(R1 � Rn,Rn) and f(t,z) is r-periodic in t. Hence (f3)(I)
implies that there exists a constant c > 0 such that

jf ðt; zÞ � Bzj 6 1
2k
ðjzj þ cÞ

for all (t,z) 2 R1 � Rn, where k ¼ 2r
p . Clearly, it can be deduced from (f4) that F(t,0) = 0. Consequently, by (f5) and the above

inequality, one has

WðuÞ ¼
Z 2p

0
kFðkt;uÞdt ¼

Z 2p

0

Z 1

0
kðf ðkt; suÞ; uÞdsdt ¼ 1

2

Z 2p

0
kðBu;uÞdt þ

Z 2p

0

Z 1

0
kðf ðkt; suÞ � sBu;uÞdsdt

P
1
2

Z 2p

0
juj2dt � 1

2

Z 2p

0

Z 1

0
ðsjuj þ cÞjujdsdt P

1
4
kuk2

L2 � c3kukL2 ;

which implies that W is bounded from below. By virtue of Lemma 1.1, U satisfies (U0).
Step 2. U satisfies (U1). Indeed, for any e > 0, by (2.4) and (f4), there is a c = c(e) > 0 such that

jFðt; zÞj 6 ejzj2 þ cjzjp

for all (t,z) 2 R1 � Rn. Hence, for u 2 Y and small e, we have

UðuÞ ¼ 1
2
kuk2 �

Z 2p

0
kFðkt; uÞdt P

1
2
kuk2 � kekuk2

L2 � kckukp
Lp P

1
4
kuk2 � c4kukp

:

Since p > 2, there is a small q > 0 such that 1
8 q2 P c4qp. Therefore,

j :¼ inf U @Bq

\
Y

� �
P

1
8
q2 > 0 ð3:1Þ

and hence (U1) holds.

K. Wu, X. Wu / Applied Mathematics and Computation 218 (2011) 1765–1773 1769
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Step 3. (U2) is satisfied under the hypotheses of Theorem 3.1. Let

Y0 ¼ span ek cosð4j� 3Þt; ek sinð4j� 3Þt : j 2 Zþ; j 6 m; k ¼ 1;2; . . . ; n

 �

:

Obviously, Y0 � Y and dimY0 = 2mn. In order to obtain the desired conclusion, it is sufficient to prove that U(u) ? �1 as
u 2 E0 and kuk?1. By the definition of m, there exists a d(0 < d 6 1) such that

ð4m� 3þ dÞjzj2 6 kðBz; zÞ ð3:2Þ

for all z 2 Rnn{0}. Notice that

ð4m� 3Þkyk2
L2 P kyk2 ð3:3Þ

for any y 2 Y0. Let eFðt; zÞ ¼ Fðkt; zÞ � 1
2 ðBz; zÞ. Then for u = x + y 2 E0, by (3.2) and (3.3), one has

UðuÞ ¼ 1
2
ðkyk2 � kxk2Þ �

Z 2p

0
kFðkt;uÞdt 6

1
2
ð4m� 3Þkyk2

L2 � 1
2
kxk2 � 1

2

Z 2p

0
kðBu;uÞdt �

Z 2p

0
keFðt;uÞdt

6
1
2
ð4m� 3Þkyk2

L2 � 1
2
kxk2 � 1

2
ð4m� 3þ dÞkuk2

L2 �
Z 2p

0
keF ðt;uÞdt

6
1
2
ð4m� 3Þkyk2

L2 � 1
2
kxk2 � 1

2
ð4m� 3þ dÞkyk2

L2 �
Z 2p

0
keFðt;uÞdt 6 � d

8m� 6
kyk2 � 1

2
kxk2 �

Z 2p

0
keF ðt;uÞdt

6 � d
8m� 6

kuk2 �
Z 2p

0
keF ðt; uÞdt:

It remains to show that

1

kuk2

Z 2p

0

eFðt;uÞdt ! 0 ð3:4Þ

as kuk?1. For any e > 0, by the continuity of f, (f3)(I) and the periodicity of f(�,z) we know that there exists a positive con-
stant c = c(e) such that

jf ðt; zÞ � Bzj 6 ejzj þ c ð3:5Þ

for (t,z) 2 R1 � Rn. Thus, for u 2 E0 with kuk– 0 we have

1

kuk2

Z 2p

0

eF ðt;uÞdt

					
					 ¼ 1

kuk2

Z 2p

0

Z 1

0
ðf ðkt; suÞ � BðsuÞ;uÞdsdt

				 				 6 1

kuk2

Z 2p

0

Z 1

0
ðejsuj þ cÞjujdsdt

6
1

kuk2 ekuk2
L2 þ ckukL1

� �
6 c5 eþ c

kuk

� 
;

which implies that (3.4) is true by the arbitrariness of e. Hence (U2) holds.
Step 4. U satisfies the (C)c condition for any c 2 R1. Let {uk} � E be any sequence such that

UðukÞ ! c; ð1þ kukkÞU0ðukÞ ! 0 ð3:6Þ

as k ?1. We claim that {uk} is bounded in E. Assume by contradiction that kukk?1 as k ?1. Let uk ¼
uk
kukk

, then kukk = 1.

Without loss of generality, we can assume that uk N u in E and uk ? u in L2(S1,Rn). Hence for each v 2 E, by (3.5) and Hölder
inequality, one has

1
kukk

Z 2p

0
ðf ðkt;ukÞ;vÞdt �

Z 2p

0
ðBu;vÞdt

				 				 6 1
kukk

Z 2p

0
ðf ðkt;ukÞ � Buk;vÞdt

				 				þ Z 2p

0
ðBuk � Bu; vÞdt

				 				
6

1
kukk

Z 2p

0
ðejukj þ cÞjvjdt þ max

16i;j6n
jbijj

� Z 2p

0
juk �ujjvjdt

6
1
kukk

ekukkL2kvkL2 þ ckvkL1

� �
þ c6kuk �ukL2kvkL2

6 c7 eþ c
kukk

þ kuk �ukL2

� 
kvk:

By kukk ! 1; kuk �ukL2 ! 0 and the arbitrariness of e, we get that

1
kukk

Z 2p

0
ðf ðkt;ukÞ;vÞdt !

Z 2p

0
ðBu;vÞdt ð3:7Þ

as k ?1. This yields
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U0ðukÞv
kukk

¼ hu�k ;v�i � huþk ; vþi �
1
kukk

Z 2p

0
kðf ðkt;ukÞ;vÞdt ¼ hu�;v�i � huþ; vþi �

Z 2p

0
kðBu;vÞdt þ oð1Þ

¼ �hLu;viH �
Z 2p

0
kðBu;vÞdt þ oð1Þ:

It can be deduced from the above equality that

hLu; viH þ
Z 2p

0
kðBu;vÞdt ¼ 0; 8v 2 E: ð3:8Þ

Using the definition of E we can set

uðtÞ ¼ 1ffiffiffiffi
p
p

Xþ1
j¼1

½au
2j�1 cosð2j� 1Þt þ bu

2j�1 sinð2j� 1Þt�

and

vðtÞ ¼ 1ffiffiffiffi
p
p

Xþ1
j¼1

av
2j�1 cosð2j� 1Þt þ bv

2j�1 sinð2j� 1Þt
h i

:

Then, by (3.8) one can obtainXþ1
j¼1

ðkBþ ð�1Þjð2j� 1ÞIÞau
2j�1; a

v
2j�1

� �
þ ðkBþ ð�1Þjð2j� 1ÞIÞbu

2j�1; b
v
2j�1

� �h i
¼ 0;

where I is the n � n unit matrix. For any j, take vðtÞ ¼ 1ffiffiffi
p
p ei cosð2j� 1Þt and vðtÞ ¼ 1ffiffiffi

p
p ei sinð2j� 1Þt, where i = 1,2, . . .,n. An easy

computation shows that

ðkBþ ð�1Þjð2j� 1ÞIÞau
2j�1 ¼ 0

and

ðkBþ ð�1Þjð2j� 1ÞIÞbu
2j�1 ¼ 0:

Hence, by k�1(�1)j+1(2j � 1) R r(B) we know u 	 0 and

1
kukk

Z 2p

0
ðf ðkt;ukÞ;u�k Þdt ¼ 1

kukk

Z 2p

0
ðf ðkt;ukÞ;u�k Þdt �

Z 2p

0
ðBu;u�k Þdt:

This shows by replacing v with u�k in the proof of (3.7) that

1
kukk

Z 2p

0
ðf ðkt;ukÞ;u�k Þdt ! 0: ð3:9Þ

It follows from (3.9) that

oð1Þ ¼ U0ðukÞu�k
kukk

¼ hu�k ;u�k i �
1
kukk

Z 2p

0
kðf ðkt;ukÞ;u�k Þdt ¼ ku�k k

2 þ oð1Þ;

which implies ku�k k ! 0. Similarly, kuþk k ! 0. It is impossible since kukk = 1 for any k. Consequently, {uk} is bounded in E.
Moreover, by the compactness of W0, going if necessary to a subsequence, we can assume that uk N u and W0(uk) ? W0(u)
in E. Then

ku�k � u�k2 ¼ hu�k � u�;u�k � u�i ¼ ðU0ðukÞ �U0ðuÞÞðu�k � u�Þ þ ðW0ðukÞ �W0ðuÞÞðu�k � u�Þ ! 0:

Similarly, kuþk � uþk2 ! 0. Hence uk ? u in E and the (C)c condition is satisfied. Finally, U is even since f(t,z) is odd in z and
F(t,0) = 0. Hence Theorem 3.1 follows from Theorem 1.1. The proof is completed. h

Theorem 3.2. Assume that f satisfies (f1), (f2), (f3)(I), (f4), (f6) and the following condition

(f7) ðBz; zÞ < � 3p
2r jzj

2 for all z 2 Rnn{0}.

Then (1.1) possesses at least 2mn pairs of 4r-periodic classical solutions, where m ¼max j 2 Zþ : �ð4j� 1Þjzj2 >
n

2r
p ðBz; zÞ for z–0g.

Proof. Let X = E+, Y = E�, U(u) = I(u), W(u) = �G(u) and

Y0 ¼ span ek cosð4j� 1Þt; ek sinð4j� 1Þt : j 2 Zþ; j 6 m; k ¼ 1;2; . . . ;n

 �

:

Then the conclusion will be obtained by the same argument as Theorem 3.1. The proof is completed. h
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Theorem 3.3. Assume that f satisfies (f1), (f2), (f3)(I), (f4), (f5) and the following condition

(f8) bFðt; zÞP 0 and bFðt; zÞ ! þ1 as jzj?1uniformly for t 2 [0, r], where bFðt; zÞ ¼ 1
2 ðf ðt; zÞ; zÞ � Fðt; zÞ.

Let m be given by Theorem 3.1. Then (1.1) possesses at least 2mn pairs of 4r-periodic classical solutions.

Proof. Let U and W be that in Theorem 3.1. From the proof of Theorem 3.1 we see that the condition (f6) was only used to
prove the (C)c condition. Hence, it is sufficient to prove that U satisfies the (C)c condition.

Let {uk} � E be any sequence such that U(uk) ? c, (1 + kukk)U0(uk) ? 0 as k ?1. We claim that {uk} is bounded in E.
Assume by contradiction that kukk?1 as k ?1. Let uk ¼

uk
kukk, then kukk = 1. Without loss of generality, we can assume that

uk N u in E, uk ? u in L2(S1,Rn) and uk(t) ? u(t) for almost all t 2 [0,2p]. If u 	 0, the argument of Theorem 3.1 shows
kukk? 0. This contradicts kukk = 1. Hence the case u 	 0 will not occur, and hence u – 0. Set X = {t 2 [0,2p]:uk(t) ?
u(t) – 0}. Then X has a positive measure and uk(t) ?1 for all t 2X. It follows from (f8) that

c ¼ lim
k!1

UðukÞ �
1
2

U0ðukÞuk

� �
¼ lim

k!1

Z 2p

0
kbF ðt;ukÞdt P

Z
X

lim inf
k!1

kbF ðt;ukÞdt ! þ1:

This is a contradiction. Therefore, {uk} is bounded. Moreover, by arguing as in Theorem 3.1 we know that {uk} has a conver-
gent subsequence. The proof is completed. h

At the end of this paper, we discuss the infinitely many solutions for system (1.1).

Theorem 3.4. Assume that f satisfies (f1), (f2), (f3)(II), (f4) and the following condition

(f9) there exists an �r > 0 such that

ðf ðt; zÞ; zÞP pFðt; zÞ > 0

for t 2 [0, r] and jzjP �r, where p appears in (f3)(II). Then (1.1) possesses an unbounded sequence of 4r-periodic classical solutions.

Proof. Let U, W and X, Y be given by Theorem 3.1. The proof of this theorem will be completed with the aid of Theorem 1.2.
First, since the assumption (f9) is the Ambrosetti–Rabinowitz condition, it is well known that there exist constants

c1,c2 > 0 such that

Fðt; zÞP c1jzjp � c2 ð3:10Þ

for (t,z) 2 R1 � Rn. This implies that W is bounded from below. Moreover, by the argument of Theorem 3.1 we see that U
satisfies (U0) and (U1).

Next, we check that U satisfies (U3). To do this, let eY be any finite dimensional subspace of Y. It is sufficient to prove that
U(u) ? �1 as u 2 eE :¼ X � eY and kuk?1.

Since eY is finite dimensional, there is a ~d ¼ ~dðeY Þ > 0 such that

kykL2 P ~dkyk ð3:11Þ

for any y 2 eY . Hence for u ¼ uþ þ u� 2 X � eY , by (3.10) and (3.11) and 2
p < 1, one has

UðuÞ ¼ 1
2
ku�k2 � kuþk2
� �

�
Z 2p

0
kFðkt;uÞdt 6

1
2
ku�k2 � kuþk2
� �

�
Z 2p

0
kðc1jujp � c2Þdt

6
1
2
ku�k2 � kuþk2
� �

� c3

Z 2p

0
juþ þ u�j2dt

� p
2

þ 2pkc2 6
1
2
ku�k2 � kuþk2
� �

� c3ku�kp
L2 þ 2pkc2

6
1
2
ku�k2 � 1

2
kuþk2 � c3

~dpku�kp þ 2pkc2 6 �
1
2
ku�k2 � 1

2
kuþk2 þ c4 ¼ �

1
2
kuk2 þ c4:

This yields U(u) ? �1 as u 2 eE and kuk?1. Hence (U3) holds.
Finally, we prove that the (PS)c condition holds for any c 2 (0,1). Let {uk} be any sequence such that U(uk) ? c > 0 and

U0(uk) ? 0 as k ?1. We can assume kU0(uk)k 6 1. By (f9) and (3.10) we have

2c þ kukkP 2UðukÞ �U0ðukÞuk ¼
Z 2p

0
k½ðf ðkt;ukÞ;ukÞ � 2Fðkt;ukÞ�dt

P
Z 2p

0
kðp� 2ÞFðkt;ukÞdt þ

Z 2p

0
k½ðf ðkt;ukÞ;ukÞ � pFðkt;ukÞ�dt P

Z 2p

0
kðp� 2Þðc1jukjp � c2Þdt � c5

P c6kukkp
Lp � c7
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which implies

kukkLp 6 c8 1þ kukk
1
p

� �
ð3:12Þ

Write uk ¼ uþk þ u�k 2 X � Y . Then for large k, by (f3)(II) and H€older inequality we get that

ku�k kP jU0ðukÞu�k j ¼ jku�k k
2 �

Z 2p

0
kðf ðkt; ukÞ;u�k ÞdtjP ku�k k

2 �
Z 2p

0
kað1þ jukjp�1Þju�k jdt

P ku�k k
2 � kaku�k kL1 � kakukkp�1

Lp ku�k kLp P ku�k k
2 � c9ku�k k � c10kukkp�1

Lp ku�k k:

This yields

ku�k k 6 c11 1þ kukkp�1
Lp

� �
: ð3:13Þ

Similarly, one can easily get that

kuþk k 6 c11 1þ kukkp�1
Lp

� �
: ð3:14Þ

The combination of (3.12)–(3.14) shows that

kukk 6 ku�k k þ kuþk k 6 c12 1þ kukk
p�1

p

� �
:

It implies that {uk} is bounded in E. Moreover, {uk} has a convergent subsequence according to the argument in Theorem 3.1.
Hence (PS)c condition holds for any c 2 (0,1).

We have pointed out the fact that U is even in Theorem 3.1. By virtue of Theorem 1.2, U has a sequence of critical points
{un} � E such that jU(un)j?1. If {un} is bounded in E, then by the assumption (f3)(II) and the definition of U, one know that
{jU(un)j} is also bounded, a contradiction. Hence {un} is unbounded in E. The proof is completed. h

Remark 3.1. Similar to the treatment of Theorem 3.2, we can get the same conclusion as Theorem 3.4 by replacing (f9) with
the following condition

(�f9) there exists an �r > 0 such that

ð�f ðt; zÞ; zÞP �pFðt; zÞ > 0

for t 2 [0,r] and jzjP �r.
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