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The objective of hybrid image summarization is selecting a few visual exemplars and semantic

exemplars of a large-scale image collection and organizing them to represent the collection. In this

paper, we present a framework for hybrid image summarization in which social images and

corresponding textual information are taken as vertices in a hypergraph and the task of image

summarization is formulated as the problem of hypergraph partition. A generalized spectral clustering

technique is adopted to solve the hypergraph partition problem. Besides, we design two representa-

tiveness score functions to select the visual exemplars and semantic exemplars. The main advantages of

the proposed approach are two-fold: (1) the hypergraph framework takes advantage of homogeneous

correlations within images and tags, respectively, as well as heterogeneous relations between them,

this characteristic enhances the summarization performance; and (2) we take both visual and semantic

representativeness into count to select exemplars, so that the image-tag exemplars are more

representative for each cluster. The experimental comparisons to the other method are conducted on

some common queries for a real internet image collection. User-based evaluation demonstrates the

effectiveness of the proposed approach.

& 2013 Elsevier B.V. All rights reserved.
1. Introduction

Rapid advances of cameras and Web 2.0 technology have
resulted in the proliferation of image data in the internet. It is
reported that there are over 3 million photos being uploaded to
Flickr every day. However, image data are usually unorganized on
existing photo-sharing web sites, so that it makes finding desired
photos and quick overview of an image collection quite difficult.
For example, Flickr [1] presents an overview of an image collec-
tion by showing the top images, which lists in seemingly random
order, and Picasa [2] presents an image collection by allowing
consumers to select images manually, which is not convenient for
consumers particularly in a large number of images.

Recently, many approaches have been proposed to annotate
images for semantic-based image search [3,4]. However, the
image search results still have lots of images, which are difficult
for users to explore. In order to better organize and browse large-
scale image collections, image summarization techniques have
received extensive attention recently. Despite intense research
efforts [5–14], the results of the existing image summarization
techniques are still not satisfactory enough.

Some of them [5–7] only use textual information or geotags.
Clough et al. [5] used textual caption data and the concept
of subsumption to construct a hierarchy of images. Schmitz [6]
ll rights reserved.
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used a similar method but relied on Flickr tags. Jaffe et al. [7]
summarized a set of images by using only tags and geotags. None
of these approaches exploits the visual information.

Some of them [8–11] are primarily based on the low-level
features of images, rarely considering the high-level semantics in
the images, although most of the internet images have rich text
information describing their semantics. Simon et al. [8] proposed a
greedy k-means algorithm to select a set of canonical views to
form a scene summary, only based on visual features without
exploiting the associated tags. Raguram and Lazebnik [9] selected
iconic images to summarize general visual categories by using a
joint GIST/pLSA clustering technique from both appearance and
semantic aspects. They took the intersection of two independent
clusters from the visual feature and the textual feature to get
the final clustering, but the joint process was sequential instead
of simultaneous. Fan et al. [10] first generated topic network
for summarization, and then used a mixture-of-kernels and a
representativeness-based image sampling algorithm to achieve image
summarization. Li et al. [11] developed a multimedia application
system, called as ‘‘Word2Image’’, by using the web image collections
to translate a given word visually.

In some others research [11–14], the pairwise graph was
adopted to describe the relationship between images and tags.
They adopted the co-clustering technique to obtain image groups
by using the texts surrounding the images. But they have only
considered the association relations between images and tags.

In sum, most related approaches do not consider all the three
types of relations over images and tags: image–image, tag–tag,
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and image–tag, simultaneously in the clustering procedure, so
that visual exemplars are not depicted by semantic concepts well.

We use hypergraph to represent the complex and higher-order
relations among images and tags. A hypergraph [15] is a general-
ization of a simple graph in which a set of vertices is defined as a
weighted hyperedge [18], which is widely used in visual classi-
fication [19]. This characteristic enables hypergraphs to represent
complex and higher-order relations which are difficult to be
represented in traditional simple graphs. Spectral clustering was
generalized from simple graphs to hypergraphs, while hyper-
graph embedding and transductive classification were further
developed by spectral hypergraph clustering in [16]. In fact,
spectral clustering [17] was usually utilized to solve the simple
graph-based clustering problem [13], and its advantage over
previous methods was verified in [18].

In this work we propose a novel hybrid image summarization
approach by partitioning a hypergraph, which exploits the corre-
lations among the low-level visual features, the correlation
among the semantic tags, and the correlation between the visual
features and the semantic tags, simultaneously. Moreover, the
developed hypergraph partition method generates the exemplars
that can effectively represent both the visual and semantic
contents of the obtained clusters. Compared with prior work,
the proposed approach is capable of exploiting both the correla-
tions within images and tags, respectively, as well as the correla-
tions between images and tags, to make the summarization
results more reasonable.

The remainder of this paper is organized as follows. In Section 2,
we detail how we create the hypergraph model according to the
correlations within images and tags and the correlations between
images and tags, and then present the hypergraph spectral partition
algorithm. Moreover, we describe the representativeness-based visual
and semantic exemplars selection algorithm. In Section 3 experi-
mental details and results are reported. Finally, Section 4 concludes
this paper.
2. The proposed approach

Given a query, image search engines or photo-sharing web
sites usually generate an unstructured images collection and a
large variety of text information associated with the images. We
first represent the homogeneous correlations within images
and tags, together with the heterogeneous correlations between
images and tags, as a hypergraph. The hyperedge weights of these
correlations are calculated according to the links between images
and tags, and the similarities of inter-images and inter-tags. We
then adopt a spectral hypergraph partition method to partition
the image collection into several groups to ensure that the images
in each group are both visually and semantically consistent. The
hypergraph partition method is an extension of the simple graph
spectral partition method, by associating each hypergraph with
a natural random walk and then using the normalized cut
approach. In the summarization, we represent each cluster group
with an image exemplar and its associated representative tags.
The image exemplars and associated representative tags are all
found by using two representativeness score functions, which are
also defined based on the feature co-occurrence, tag co-occur-
rence, and image–tag co-occurrence.

The proposed approach is superior over prior work because
(1) the hypergraph framework takes advantage of homogeneous
correlations with images and tags, respectively, as well as hetero-
geneous relations between them, this characteristic enhances
the summarization performance; and (2) we take both visual and
semantic representativeness into count to select exemplars, so that
the image exemplars and tag exemplars are more representative
for each cluster.

2.1. Hypergraph based clustering

2.1.1. Preliminaries on hypergraph

Let V represent a finite set of vertices and E represent a family
of subsets of V such that UeAE¼V. Then a weighted hypergraph can
be denoted as G(V,E,w), with the vertex set V and the hyperedge
set E, and each hyperedge e is assigned a positive weight w(e). The
degree of vertex vAV is defined as dðvÞ ¼

P
eAE9vAewðeÞ and the

degree of hyperedge eAE is defined to be d(e)¼9e9, where 9e9
denotes the cardinality of e. A hypergraph G can be represented
by a 9V9� 9E9 matrix H called incidence matrix with entries
h(v,e)¼1 if vHAeH and zero otherwise. According to the definition
of H, dðvÞ ¼

P
eAEwðeÞh v,eð Þ and dðeÞ ¼

P
vAV h v,eð Þ. Let us use Dv

and De denote the diagonal matrices containing the vertex and
hyperedge degrees, respectively, and let W denote the diagonal
matrix containing the weights of hyperedges. Then the adjacency

matrix A of hypergraph G is defined to be A¼HWHT
�Dv, where HT

is the transpose of H [16].
According to the above definition, different types of hyper-

edges may contain different types of vertices. The hypergraph
with multiple types of vertices and hyperedges is called unified

hypergraph [20]. Suppose a unified hypergraph has m types of
vertices and n types of hyperedges, the vertex set of the ith type is
denoted by Vi and the hyperedge set of the jth type is denoted by
Ej. So the vertex set and hyperedge set are defined by V ¼Um

i ¼ 1Vi

and E¼Un
j ¼ 1Ej. Using the same notation in the unified hyper-

graph, we can describe the relations between images and their
corresponding visual and semantic features.

2.1.2. Construction of hypergraph

Given an image set I¼{I1,I2,y,In}, a corresponding tag set
T¼{T1,T2,y,Tn}, where n is the size of the image collection.
Different kinds of features are extracted from images and the
corresponding tag lists:
1.
 Visual features: Many of low-level visual features can be
used, such as color histogram, texture and edge distribution.
We extract k different kinds of visual features denoted by
F ¼ fFig

k
i ¼ 1 ¼ f½f

ðiÞ
1 ,f ðiÞ2 ,. . .,f ðiÞn �g

k
i ¼ 1, where f ðiÞj denotes the ith

visual feature of the jth image in I . We use three types of
low-level features extracted from these images, including 64-D
color histogram, 73-D edge direction histogram, and 128-D
wavelet texture, while we use angle cosine as the image
similarity.
2.
 Semantic features: The semantic features refer to the tags
associated with images. Given a tag set T , we extract the tag
information Ti ¼ fW

ðiÞ
1 ,W ðiÞ

2 ,. . .,W ðiÞ
mi
g of each image, mi denotes

the number of tags of Ti.

Based on these, we will introduce our hypergraph representa-
tion to model the homogeneous and heterogeneous relations
among social images through hyperedges.

In the proposed unified hypergraph representation, a vertex
set VI denotes image in a unified hypergraph, while a vertex set VT

denotes the textual tags, and homogeneous and heterogeneous
hyperedges are introduced to represent the various similarities
and relationships between these vertices.
1.
 Homogeneous hyperedges
The homogeneous hyperedges are conducted to describe
similarities between homogeneous vertices. In this paper,
there are two kinds of homogeneous hyperedges, one is utilized
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to connect image vertices of V I, which is called E I, and the other is
utilized to connect tag vertices of VT, which is called ET.
For each image vertex, we add E I hyperedge to connect it with its
k-nearest neighbor image vertices, using different visual features
respectively. In our experiment, k is set to 400. In addition, we set
the weight of each EI hyperedge with the average distance of its
neighbors, which assumes that the closer its neighbors are, the
higher weight the hyperedge will have.
For each tag vertex, we add ET hyperedge to connect it with its
k-nearest neighbor tag vertices by joint probability. We first
compute the frequency of co-occurrence of two tags, and take it
as the distance of two tag vertices. In our experiment, k is set to
100. Additionally, we set the weight of each ET hyperedge with
the average distance of its neighbors.
2.
 Heterogeneous hyperedges
The heterogeneous hyperedges are conducted to represent
the complex relationships between images and tags induced
by social media, which connect each tag vertex with image
vertices annotated by this tag. The weights of these kind
hyperedges are set to 1.

2.1.3. Hypergraph partition

Hypergraph partition algorithms can be divided into two cate-
gories [21]. One category intends to obtain a simple graph con-
structed from the original hypergraph, follow by partitioning the
vertices by spectral clustering techniques. These approaches include
clique expansion and star expansion [22], Rodriquez’s Laplacian
[23], etc. The other category defines a hypergraph ‘‘Laplacian’’ by
using the analogies from the simple graph Laplacian. Characteristic
methods in this category include Zhou’s normalized Laplacian [16],
Bolla’s Laplacian [24], etc. [25] has verified that the above-mentioned
methods are very close to each other in fact and they are equivalent
under specific conditions. Specially, the hypergraph partition algo-
rithm proposed in [16] is efficient and simple for implementation.
In this paper, we adopt this algorithm to partition the hypergraph,
which is presented as follows:

Given a vertex subset SCV, Sc is denoted as the complement
of S. The hyperedge boundary qS is a hyperedges set to partition
the hypergraph G into two parts, S and Sc [16], and it can be defined
as @S : ¼ feAE9e\Sa|, e\Sc a|g. Then, a two-way hypergraph
partition could be defined as

Hcut S,Sc� �
: ¼

X
eA@S

wðeÞ
je\Sjje\Sc

j

dðeÞ
, ð1Þ

where d(e) is the degree of the hyperedge e defined in Section 2.1.1.
The definition of the hypergraph partition given above can be assumed
as a weighted sum of all hyperedges weights in qS. The two-way
normalized hypergraph partition can be defined to avoid the bias of
unbalanced partitioning:

NHcut S,Sc� �
: ¼Hcut S,Sc� � 1

volðSÞ
þ

1

vol Sc� �
 !

, ð2Þ

where vol(S) is the volume of S, i.e., volðSÞ ¼
P

vA SdðvÞ [21]. The form
of Eq. (2) is very similar to the normalized cut [26] .

The combinatorial optimization problem given by Eq. (2) is
NP-complete problem and it can be relaxed into a real-valued
optimization problem as follows [16]:

arg min
pAR9V9

X
eAE

X
u,vf gDe

wðeÞ

dðeÞ
f ðuÞffiffiffiffiffiffiffiffiffi
dðuÞ

p �
f ðvÞffiffiffiffiffiffiffiffiffi
dðvÞ

p
 !2

¼ arg min
f AR9V9

2f TDf , ð3Þ

where f is a label vector and the matrices D¼ I�D�1=2
v

HWD�1
e HT D�1=2

v , where I denotes the identity matrix.
D is positive semi-definite, which is called the hypergraph

Laplacian matrix. The theoretical solution of above optimization
problem is the eigenvector of D associated with its smallest
nonzero eigenvalue [16].

2.2. Hybrid summarization

Through hypergraph partition algorithm, the images and tags
are partitioned into several groups. Our goal is to give a few
exemplars to represent the image set semantically and visually. In
other words, we need to select the most representative images
and tags in each group, respectively. In the proposed algorithm,
we first select semantic exemplars in each cluster, because we can
use the results to help us select visual exemplars more accurately
at the semantic level.

2.2.1. Semantic exemplar selection

After hypergraph partition, the tags have been partitioned into
several different groups. We select tag exemplars in each cluster
in term of two criteria: (1) High frequency: More times the tags
appear in a cluster, they are more representative to describe the
cluster semantically. (2) High coverage: Due to the co-occurrence
relationship between the tags, the tags with high frequency may
derive from the same images subset in a cluster. Low coverage
makes the semantic exemplars not representative. For describing
the cluster more representatively, the semantic exemplars need
cover the images as widely as possible.

As above-mentioned rules, a representativeness score s(t,c)
that measures how well tag t describes the cluster c which it
belongs to can be defined as:

s t,cð Þ ¼
1

Nc

XNc

i ¼ 1

XNT
i

j ¼ 1

f tð Þ, ð4Þ

where Nc denotes the amount of the image in cluster c, NT
i denotes

the amount of the tags associated with image Ii in cluster c, and
f(t)¼1 if tATi and zero otherwise, which Ti denotes the tag list
associated with image Ii in cluster c.

Actually, s(t,c) defines the frequency of tag t. However, the tags
with higher frequency do not mean that they can describe the
cluster better, because they may all derive from the same images
subset due to the co-occurrence relationship. Thus, we can
redefine s(t,c) as:

s t,cð Þ ¼

1

Nc

XNc

i ¼ 1

XNT
i

j ¼ 1

f tð Þ if C t,
� �

oT

0 else

,

8>><
>>: ð5Þ

¼ arg maxfs t0,cð Þ, t0AKðtÞg, ð6Þ

where K(t) is denoted as the k nearest co-occurrence tags of t, and
then is defined as the maximum s(t’,c) in K(t). C(t, ) is termed
as the co-occurrence relation between tag t and tag , T is the
threshold. In our experiment, k is set to 10, and T is set to 0.5.
Then the tag exemplars TE can be selected by ranking the
representativeness score s(t,c) of each tag.

2.2.2. Visual exemplar selection

There are also two criteria for choosing the most representative
images in our representativeness-based image sampling techni-
que: (1) Image clustering: Through the proposed hypergraph-based
image clustering algorithm, we can obtain a good global distribu-
tion structure (i.e., image clusters and their relationships) for large
amounts of images under the same group, which are similar
in low-level visual features. Thus we achieve the adaptive image
sampling by selecting the most representative images to summarize
the visually-similar images in the same cluster. (2) Tag clustering:
The hypergraph model considers three types of relations over
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images and tags: image–image, tag–tag, and image–tag simulta-
neously. That said, the images in the same group are similar not only
visually but also semantically. Thus adaptive image sampling can be
achieved by selecting the most representative images to summarize
the semantically-similar images in the same cluster.

For the images in the same cluster, we can define a score to
describe the representativeness of each image, which depends on
their closeness with the cluster centers visually and semantically.
The representativeness score r(x,y) for the given image Ic

i with the
visual features fi and the semantic features Ti can be defined as:

r f i,Ti,c
� �

¼ ae� f i�m
f
c

� �T

f i�m
f
c

� �
þ 1�að Þej Ti ,TEð Þ ð7Þ

where mf
c is the center of visual features of the cluster c, j(Ti,TE)

denotes that how well the semantic feature Ti matches with the
semantic exemplars TE, and a is the factor which is used to balance
the weight of visual features and semantic features. Thus the
images, which are closer to the cluster centers of visual features
and have more semantic exemplars, have larger values of r( � , � , � ).
The images in the same cluster c can be ranked according to their
representativeness scores, and the most representative images
with larger values of r( � , � , � ) can be selected to generate the
image exemplars based on the visual and semantic similarity.
3. Evaluation

To evaluate the performance of the proposed hybrid image
summarization approach, we compare it with a baseline method.

3.1. Dataset

We use 269,648 images and the associated tags from
NUS-WIDE database [27], which are crawled from the popular
photo-sharing web site Flickr, with a total of 5018 unique tags.
Some concepts are used for querying, including flowers, beach,
Fig. 1. An example of summary for a real-world image dataset crawled from Flickr by th

associated texts for ‘‘flowers’’, (b) visual and semantic summarization.
building, dog, cat, plants, mountain, river, and so on. It is noted
that these concepts are not abstract and familiar for people, so
that the experimental evaluation can be accurate.

3.2. Summarization results comparison

The hybrid summarization results are presented on four repre-
sentative subsets of images from NUS-WIDE database, ‘‘flowers’’,
‘‘beach’’, ‘‘wedding’’, and ‘‘mountain’’. We crawled top 4782, 8092,
1576, and 3493 images from each subset, respectively.

We compare the performance of the proposed approach with a
baseline method—affinity propagation (AP) [28]. AP is an algorithm
to spontaneously select a good subset of exemplars for a whole set
of data points, by considering all data points as candidate exemplars
such that they can represent the image collection very well. Because
the AP algorithm can only propagate one type relationship, we select
the visual relationship due to its importance in image collections.
More specifically, we extract three low-level visual features, includ-
ing 64-D color histogram, 73-D edge direction histogram, and 128-D
wavelet texture. Then, we use angle cosine of the visual features as
the image similarity, which is propagated in AP algorithm.

The visual and sematic summarization result for the query
‘‘flowers’’ is demonstrated in Fig. 1, and the summarization
comparison results are depicted in Figs. 2–4. Our results look
appealing in both visual and semantic performances, and the
visual summary can capture the semantic meaning well. The AP
algorithm cannot get competitive performance because it has no
ability to exploit visual and semantic features simultaneously.

3.3. User study

We conduct two user studies to evaluate the proposed hybrid
summarization approach. The first user study is to evaluate the
effectiveness of the proposed approach, and the second user study
is to compare our approach with affinity propagation algorithm.
These two user studies are both carried on all four subsets.
flowers, purple, nature 

flowers, anemone, white 

flowers, field, outdoor 

e proposed hybrid summarization scheme: (a) randomly selected images and their
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We have invited 20 people to join the user study, including
12 men and 8 women. These participants cover different back-
ground, including graduate students, researchers, educator, and
business man. Their ages range from 23 to 42.
beach
sea
sunset

beach
clouds
sky

beach
sea
blue

landscape
cliff
rock 

sky
sunset
island  

beach
sand
coast  

Fig. 2. The ‘‘beach’’ results: (a) the examples of original i

wedding
bride
groom 

wedding
bride
white

wedding
bride
groom  

groom
art
church

bride
white
beautiful

couple
flowers
happy

Fig. 3. The ‘‘wedding’’ results: (a) the examples of original
3.3.1. Evaluation of effectiveness

To evaluate the effectiveness of the proposed approach, parti-
cipants were asked to answer the following four questions,
by giving a rating score of between 1 (bad) and 10 (excellent):
beach
sea
sky

beach
sea
sand

beach
ocean
water

holiday
people 
girl

seascape
blue
cloud

sea
water
nature

mages, (b) results of our approach, (c) results of AP.

wedding
bride
love

wedding
bride
love

wedding
bride
love

love
kiss
smile

wedding
ceremony
bridal

family
friends
party

images, (b) results of our approach, (c) results of AP.



mountain
sky
nature

mountain
nature
sky

mountain
snow
travel

mountain
nature
water

mountain
trees
snow

mountain
snow
sky

mountain
green
trees 

snow
winter
nature

lake
light
beautiful

park
wildlife
nature

landscape
summer
color

sky
clouds
travel  

Fig. 4. The ‘‘mountain’’ results: (a) the examples of original images, (b) results of our approach, (c) results of AP.
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1.
 Selected image exemplars should represent the corresponding
image group. Based on the set of image exemplars given, how
do you evaluate the performance of the proposed approach on
representativeness of image exemplars?
2.
 Selected image exemplars should describe different aspects of
the corresponding image group. Based on the set of image
exemplars given, how do you evaluate the performance of the
proposed approach on diversity of image exemplars?
3.
 Selected tag exemplars should represent the corresponding
image group. Based on the set of tag exemplars given, how do
you evaluate the performance of the proposed approach on
representativeness of tag exemplars?
4.
Fig. 5. Evaluation on representativeness of image exemplars.

Fig. 6. Evaluation on diversity of image exemplars.
Selected tag exemplars should describe different aspects of the
corresponding image group. Based on the set of tag exemplars
given, how do you evaluate the performance of the proposed
approach on diversity of tag exemplars?

For the first question, participants were required to give a score
from 1 to 10. Fig. 5 describes the evaluation result, which shows
that 85% of users think that the selected images are representative
for the corresponding image group (with scores of Z6).

Fig. 6 shows the evaluation result from all 20 participants for the
second question. A higher score means more diversity between
image exemplars in the final results. The result shows that 90% of
users think that the selected images are diverse for the correspond-
ing image group (with scores of Z6).

For the third question, Fig. 7 describes the evaluation result, which
shows that 80% of users think that the selected tags are representa-
tive for the corresponding image group (with scores of Z6).

For the fourth question, a higher score means more diversity
between tag exemplars in the final results. Fig. 8 shows that 85%
of users think that the selected tags are diverse for the corre-
sponding image group (with scores of Z6).
3.3.2. Comparison with a baseline method

In this overall evaluation, comparisons between the effective-
ness of the proposed approach and affinity propagation were
conducted. Participants were asked to provide a score of between
�5 and 5 (�5: the worst; �4: much more worse; �3: much
worse; �2: worse; �1: a little worse; 0: similar; 1: a little better;



Fig. 7. Evaluation on representativeness of tag exemplars.

Fig. 8. Evaluation on diversity of tag exemplars.

Fig. 9. Visual comparison results.

Fig. 10. Semantic comparison results.
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2: better; 3: much better; 4: much more better; 5: the best) for
two questions:
1.
 How is the representativeness and diversity of the image
exemplars returned by the proposed approach compared with
affinity propagation, respectively?
2.
 How is the representativeness and diversity of the tag exem-
plars returned by the proposed approach compared with
affinity propagation, respectively?

The evaluation results are shown in Figs. 9 and 10.
Fig. 9 shows the visual comparison between the proposed

approach and AP. As shown in the results, all participants agreed
that our image exemplars are better than AP visually, while most
of the participants (70%) voted the proposed approach to be much
better than AP (with scores of Z1).

Fig. 10 shows the semantic comparison between the proposed
approach and AP. As indicated from the data, all participants
agreed that our tag exemplars are better than AP semantically,
while most of the participants (90%) voted the proposed approach
to be much better than AP (with scores of Z1). The reason is that
AP algorithm is unable to get tag exemplars simultaneously, while
it partitions the image set to get image exemplars.
4. Conclusion

In this paper, we present a novel hybrid image summarization
scheme to manage image collections, which bases on a hyper-
graph model. We first extract the low-level visual features and
the textual tags from an internet image collection, and then
construct hyperedges using three useful relations, including two
homogeneous relations within images and tags and a heteroge-
neous association relation between images and tags. The hyper-
edges are defined as a set formed by each vertex and its k-nearest
neighbors, and their weights are calculated by the sums of
corresponding pairwise affinities. We formulate the image clus-
tering as the problem of hypergraph partition and use a general-
ized spectral clustering technique to solve it. After clustering, we
design two representativeness score functions to select the visual
exemplars and semantic exemplars, respectively. The experimen-
tal results of the proposed method are effective on a real internet
image collection. In the future, the effective user feedback
technique may be integrated into our system to boost the
performance [29].
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