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Abstract

In this paper, a class of cellular neural networks with time-varying coefficients and delays is considered. By constructing a suitable

Liapunov functional and utilizing the technique of matrix analysis, some new sufficient conditions on the global exponential stability of

solutions are obtained. The results obtained in this paper improve and extend some of the previous results.
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1. Introduction

Cellular neural networks (CNNs) represent a class of

recurrent neural networks with local interneuron connections.

As dynamic system with a special structure, CNNs have many

interesting properties that deserve theoretical studies. In

recent years, autonomous CNNs have been extensively

studied and successfully applied to signal processing system,

especially in static image treatment, and to solve nonlinear

algebraic equations, such application rely on the qualitative

properties of stability. During hardware implementation, time

delays occur due to finite switching speed of the amplifiers and

communication time. Time delay may lead to an oscillation

and furthermore, to instability of networks. Therefore, the

study of stability of CNNs with delay is practically required.

However, the nonautonomous phenomenon often occurs in

many realistic systems. Particularly, when we consider a long-

time dynamical behavior of a system. The parameters of the

system usually will arise change along with time. Thus the

research on the nonautonomous CNNs is very important like

on the autonomous CNNs.

For delayed autonomous CNNs, many important results

have been obtained on the existence of equilibrium points,

global asymptotic stability, global exponential stability,

bifurcation and the existence of periodic solutions and almost

periodic solutions (Arik, 2000; Arik & Tavsanoglu, 2000;

Cao, 1999, 2000a,b, 2001; Cao & Wang, 2002, 2003; Chu,

2001; Lu, 2001; Mohamad, 2001; Mohamad & Gopalsamy,

2000; Shayer & Campbell, 2000; Takahashi, 2000; Van Den

Driessche & Zou, 1998; Wei & Ruan, 1999; Zhang & Jin,

2000; Zhang, Pheng, & Kwong, 2001; Zhou & Cao, 2002 and

references cited therein). Particularly, in Arik (2000), Arik

and Tavsanoglu (2000), Cao (2001) and Lu (2001), the

authors applied the technique of matrix analysis and the

method of Liapunov functional to discuss the global

asymptotic stability of the equilibrium point. However, we

see that in Arik (2000), Arik and Tavsanoglu (2000), Cao

(2001) and Lu (2001) the global exponential stability of the

equilibrium point have not been studied. Therefore, one of

the main purpose in this paper is to discuss the global

exponential stability by improving and extending the

technique of matrix analysis and the method of Liapunov

functional given in Arik (2000), Arik and Tavsanoglu (2000),

Cao (2001) and Lu (2001).

In this paper, we will consider more general CNNs than

that given in Arik (2000), Arik and Tavsanoglu (2000), Cao

(2001) and Lu (2001). That is the following CNNs with

time-varying coefficients and delays

dxiðtÞ

dt
¼2 ciðtÞxiðtÞþ

Xn

j¼1

aijðtÞfjðxjðtÞÞ

þ
Xn

j¼1

bijðtÞgjðxjðt2 tjðtÞÞÞþ IiðtÞ; i¼ 1;2;…;n:
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This system can be transformed into the following vector

form

dxðtÞ

dt
¼ 2CðtÞxðtÞ þ AðtÞf ðxðtÞÞ þ BðtÞgðxðt 2 tðtÞÞÞ þ IðtÞ;

ð1Þ

where t [ Rþ ¼ ½0;1Þ; xðtÞ ¼ ðx1ðtÞ; x2ðtÞ;…; xnðtÞÞ
T;

CðtÞ ¼ diagðc1ðtÞ; c2ðtÞ;…; cnðtÞÞ; AðtÞ ¼ ðaijðtÞÞn£n; BðtÞ ¼

ðbijðtÞÞn£n; f ðxðtÞÞ ¼ ðf1ðx1ðtÞÞ; f2ðx2ðtÞÞ; …; fnðxnðtÞÞÞ
T; gðx

ðt 2 tðtÞÞÞ ¼ ðg1ðx1ðt 2 t1ðtÞÞÞ; g2ðx2ðt 2 t2ðtÞÞÞ; …; gn

ðxnðt 2 tnðtÞÞÞÞ
T and IðtÞ ¼ ðI1ðtÞ; I2ðtÞ;…; InðtÞÞ

T: Our main

purpose in this paper is to study the global exponential

stability for system (1). Like in Jiang, Li, and Teng (2003)

and Jiang and Teng (2003), in this paper we will not require

that system (1) has any equilibrium point and also not require

that all nonlinear response functions fiðuÞ and giðuÞ in system

(1) are bounded on Rþ: By constructing new Liapunov

functional and using the technique of matrix analysis, we will

establish new criteria on the global exponential stability of

system (1). We will see that the results obtained in this paper

are different completely from some well-known results on

the global exponential stability obtained in Cao (1999,

2000a,b), Cao and Wang (2002), Chu (2001), Huang, Cao,

and Wang (2002), Lu (2001), Mohamad (2001) and

Mohamad and Gopalsamy (2000), and also are a very

good improvement and extension of the method and result

given in Arik (2000), Arik and Tavsanoglu (2000), Cao

(2001) and Lu (2001) to the CNNs with time-varying

coefficients and delays.

We see that the CNNs with time-varying coefficients

and delays have been studied (for example, Chen & Cao,

2003; Chen, Huang, & Cao, 2003; Dong, Matsui, &

Huang, 2002; Jiang et al., 2003; Jiang & Teng, 2003;

Liang & Cao, 2003). In Jiang et al. (2003), under the

assumptions that the systems may not have any equili-

brium points and the nonlinear response functions may be

unbounded, by using Liapunov functional method and the

technique of inequality analysis, the authors established a

series of criteria on the boundedness, global exponential

stability and the existence of periodic solutions for CNNs

with time-varying coefficients and finite delay. In Jiang

and Teng (2003), under the assumptions that the systems

may not have any equilibrium points and the nonlinear

response functions may be unbounded, by using Liapunov

functional method and the technique of matrix analysis,

the authors established a series of criteria on the

boundedness, global asymptotic stability and the existence

of periodic solutions for CNNs with time-varying

coefficients and finite delay. In Dong et al. (2002), the

existence and stability of periodic solutions for a class of

periodic Hopfield neural networks are obtained by using

the continuation theorem and Liapunov functional

method. In Chen and Cao (2003) and Chen et al.

(2003), under the assumptions that response functions

are bounded, by using the Banach fixed point theorem and

constructing suitable Liapunov functional, the authors

established some sufficient conditions to ensure

the existence, uniqueness and global stability of almost

periodic solution for the delayed BAM neural networks

and CNNs with almost periodic variable coefficients. In

Liang and Cao (2003), the problems of boundedness and

stability for a general class of nonautonomous

recurrent neural networks with variable coefficients and

time-varying delays are analyzed via employing Young

inequality technique and Liapunov method. Some

simple sufficient conditions are given for boundedness

and stability of the solutions for recurrent neural

networks.

This paper is organized as follows. In Section 2, we

will given the definitions and assumptions. In Section 3,

we will establish new sufficient conditions for the global

exponential stability of all solutions for system (1) by

constructing new Liapunov functionals and utilizing the

technique of matrix analysis. In Section 4, we will

obtain a series of corollaries and remarks. In Section 5,

two examples are given to illustrate the theory. In

Section 6, we given some concluding remarks of the

results.

2. Definitions and assumptions

Firstly, in order to simplify our description, we

introduce some notations as follows. Let P be real

symmetric matrix, lmaxðPÞ and lminðPÞ are the maximal

eigenvalue and the minimal eigenvalue of P; respectively.

For any matrix Q ¼ ðqijÞn£n; we denote that QT is the

transposed matrix of Q and Q21 is the inverse matrix of Q:

For any n-dimensional vector x ¼ ðx1; x2;…; xnÞ
T [ Rn; we

denote the norm lxl ¼
ffiffiffiffiffiffiffiffiffiffiPn

i¼1 x2
i

q
:

In this paper, for system (1) we introduce the following

assumptions.

(H1) Functions ciðtÞ; aijðtÞ; bijðtÞ and IiðtÞ ði; j ¼ 1; 2;…; nÞ

are bounded and continuous defined on Rþ; functions tiðtÞ

ði ¼ 1; 2;…; nÞ are nonnegative, bounded and continuously

differentiable defined on Rþ and inft[Rþ
{1 2 _tiðtÞ} . 0;

where _tiðtÞ expresses the derivative of tiðtÞ with respect to

time t:

(H2) There are positive constants ki and hi ði ¼ 1; 2;…; nÞ

such that

0 #
fiðuÞ2 fiðu

pÞ

u 2 up
# ki; lgiðuÞ2 giðu

pÞl # hilu 2 upl

for all u; up [ R ¼ ð21;þ1Þ and i ¼ 1; 2;…; n:

(H3) There are positive definite matrix S; diagonal matrix

a ¼ diagða1;a2;…;anÞ . 0; b ¼ diagðb1;b2;…;bnÞ . 0;

g ¼ diagðg1;g2;…;gnÞ . 0 and a constant a . 0 such that

lminðD1ðt;hÞÞ $ a
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for all t [ Rþ and 0 # h # K; where

D1ðt;hÞ¼SCðtÞþCðtÞS2ðSAðtÞ2CðtÞgÞh

2SBðtÞb21BTðtÞS2hðATðtÞS2gCðtÞÞ2hðgAðtÞ

þATðtÞgÞh2H2ðaþbÞPðtÞ2hgBðtÞa21BTðtÞgh;

h ¼ diagðh1;h2;…;hnÞ; K ¼ diagðk1; k2;…; knÞ; H ¼

diagðh1; h2;…; hnÞ and

PðtÞ ¼ diag
1

1 2 _t1ðc
21
1 ðtÞÞ

;
1

1 2 _t2ðc
21
2 ðtÞÞ

;…;

 
1

1 2 _tnðc
21
n ðtÞÞ

�
;

here c21
i ðtÞ is inverse function of ciðtÞ ¼ t 2 tiðtÞ ði ¼

1; 2;…; nÞ:

(H4) There are positive definite matrix S; diagonal matrix

a ¼ diagða1;a2;…;anÞ . 0; g ¼ diagðg1; g2;…;gnÞ $ 0

and a constant a . 0 such that

gAðtÞ þ ATðtÞg , 0 and lminðD2ðt;hÞÞ $ a

for all t [ Rþ and 0 # h # K; where

D2ðt;hÞ ¼ SCðtÞ þ CðtÞS 2 H2ða2 bpÞPðtÞ

2 SBðtÞa21BTðtÞS 2 ðSAðtÞ2 CðtÞgÞh

2 hðATðtÞS 2 gCðtÞÞ;

bp ¼ inf
t[Rþ

{lminðB
TðtÞgðgAðtÞ þ ATðtÞgÞ21gBðtÞÞ}E

and E is unit matrix.

Let t ¼ sup{tiðtÞ : t [ Rþ; i ¼ 1; 2;…; n}: We denote by

C½2t; 0� the Banach space of n-dimensional continuous

functions fðsÞ ¼ ðf1ðsÞ;f2ðsÞ;…;fnðsÞÞ
T : ½2t; 0�! Rn

with the norm kfk ¼ max2t#s#0 lfðsÞl: In this paper we

always assume that all solutions of system (1) satisfy the

following initial conditions

xiðuÞ ¼fiðuÞ for all u[ ½2t;0�; i¼ 1;2;…;n; ð2Þ

where f¼ ðf1;f2;…;fnÞ[C½2t;0�: It is well known that,

by the fundamental theory of functional differential

equations (see Burton, 1985), system (1) has a unique

solution xðtÞ ¼ ðx1ðtÞ;x2ðtÞ;…;xnðtÞÞ satisfying the initial

condition (2).

Definition 1. System (1) is said to be globally

exponentially stable, if there are constants e . 0 and

M $ 1 such that for any two solutions xðtÞ ¼

ðx1ðtÞ; x2ðtÞ;…; xnðtÞÞ and yðtÞ ¼ ðy1ðtÞ; y2ðtÞ;…; ynðtÞÞ of

systems (1) with the initial functions f;c [ C½2t; 0�;

respectively, one has

lxðtÞ2 yðtÞl # Mkf2 ckexpð2e tÞ for all t $ 0:

3. Main results

We first introduce the following result on the bounded-

ness of solutions of system (1). This result can be found

(Jiang & Teng, 2003).

Lemma 1. Suppose that ðH1Þ; ðH2Þ and at least one of ðH3Þ

and ðH4Þ hold, then system (1) is uniformly bounded and

uniformly ultimately bounded.

On the global exponential stability of solutions for

system (1), we have the following result.

Theorem 1. Suppose that ðH1Þ; ðH2Þ and at least one of ðH3Þ

and ðH4Þ hold, then system (1) is globally exponentially

stable.

Proof. Let xðiÞðtÞ ¼ ðxi1ðtÞ; xi2ðtÞ;…; xinðtÞÞ
T ði ¼ 1; 2Þ be any

two solutions of system (1) satisfying the initial conditions

xðiÞðuÞ ¼ fiðuÞ for all u [ ½2t; 0�; where fiðuÞ ¼

ðfi1ðuÞ;fi2ðuÞ;…;finðuÞÞ [ C½2t; 0� for i ¼ 1; 2: By

Lemma 1, we know that xðiÞðtÞ ði ¼ 1; 2Þ are defined for all

t [ Rþ and are bounded. Let zðtÞ ¼ xð1ÞðtÞ2 xð2ÞðtÞ ¼

ðz1ðtÞ; z2ðtÞ;…; znðtÞÞ; where ziðtÞ ¼ x1iðtÞ2 x2iðtÞ ði ¼

1; 2;…; nÞ; then system (1) transformed into the following

form:

_zðtÞ ¼ 2CðtÞzðtÞ þ AðtÞFðzðtÞÞ þ BðtÞCðzðt 2 tðtÞÞÞ; ð3Þ

where FðzðtÞÞ ¼ ðF1ðz1ðtÞÞ;F2ðz2ðtÞÞ;…;FnðznðtÞÞÞ
T; Cðz

ðt 2 tðtÞÞÞ ¼ ðC1ðz1ðt 2 t1ðtÞÞÞ;C2ðz2ðt 2 t2ðtÞÞÞ;…;Cnðzn

ðt 2 tnðtÞÞÞÞ
T; FiðziðtÞÞ ¼ fiðx1iðtÞÞ2 fiðx2iðtÞÞ and Ciðziðt 2

tiðtÞÞÞ ¼ giðx1iðt 2 tiðtÞÞÞ2 giðx2iðt 2 tiðtÞÞÞ ði ¼ 1; 2;…;

nÞ: By assumption (H2), we obtain lFiðziðtÞÞl # kilziðtÞl
and lCiðziðt 2 tiðtÞÞÞl # hilziðt 2 tiðtÞÞl for each i ¼

1; 2;…; n: Let e . 0 be a constant which will be determined

in the following. We construct the Liapunov functional as

follows.

Vðt;ztÞ¼zTðtÞSzðtÞeetþ2
Xn

i¼1

ðzi

0
giFiðsÞdseet

þ
Xn

i¼1

ðt

t2tiðtÞ

aiþbi

12 _tiðc
21
i ðsÞÞ

C2
i ðziðsÞÞe

eðsþtiðc
21
i ðsÞÞÞds;

ð4Þ

where S; gi; ai and bi are decided by (H3). From the

boundedness of zðtÞ on Rþ; we obtain that Vðt; ztÞ also is

bounded on Rþ: Calculating the derivative of Vðt; ztÞ along
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system (3), we have

dVðt;ztÞ

dt
¼ eet

"
22zTðtÞSCðtÞzðtÞþ2zTðtÞSAðtÞFðzðtÞÞ

þ2zTðtÞSBðtÞCðzðt2 tðtÞÞÞ22FTðzðtÞÞgCðtÞzðtÞ

þ2FTðzðtÞÞgAðtÞFðzðtÞÞþ2FTðzðtÞÞgBðtÞ

�Cðzðt2 tðtÞÞÞþCTðzðtÞÞðaþbÞ �Pðt;eÞCðzðtÞÞ

2CTðzðt2 tðtÞÞÞðaþbÞCðzðt2 tðtÞÞÞ

þezTðtÞSzðtÞþ2e
Xn

i¼1

ðziðtÞ

0
giFiðsÞds

#
; ð5Þ

where

�Pðt;eÞ ¼ diag
eet1ðc

21
1 ðtÞÞ

12 _t1ðc
21
1 ðtÞÞ

;
eet2ðc

21
2 ðtÞÞ

12 _t2ðc
21
2 ðtÞÞ

;…;

 

eetnðc
21
n ðtÞÞ

12 _tnðc
21
n ðtÞÞ

!
:

Firstly, we assume that (H3) holds. Since

2zTðtÞSBðtÞCðzðt2 tðtÞÞ2CTðzðt2 tðtÞÞÞbCðzðt2 tðtÞÞÞ

# zTðtÞSBðtÞb21BTðtÞSzðtÞ ð6Þ

and

2FTðzðtÞÞgBðtÞCðzðt2tðtÞÞÞ2CTðzðt2tðtÞÞÞaCðzðt2tðtÞÞÞ

#FTðzðtÞÞgBðtÞa21BTðtÞgFðzðtÞÞ: ð7Þ

From (5)–(7), we further obtain

dVðt;ztÞ

dt
#eet

(
2zTðtÞ

"
SCðtÞþCðtÞS2eS

22eE
1

z2ðtÞ

Xn

i¼1

ðziðtÞ

0
giFiðsÞds

#
zðtÞ

þzTðtÞðSAðtÞ2CðtÞgÞFðzðtÞÞ

þFTðzðtÞÞðATðtÞS2gCðtÞÞzðtÞþFTðzðtÞÞðgAðtÞ

þATðtÞgÞFðzðtÞÞþzTðtÞH2ðaþbÞ �Pðt;eÞzðtÞ

þzTðtÞSBðtÞb21BTðtÞSzðtÞ

þFTðzðtÞÞgBðtÞa21BTðtÞgFðzðtÞÞ:

)
ð8Þ

We let, for each i¼1;2;…;n and t[Rþ; viðziðtÞÞ¼

z21
i ðtÞFiðziðtÞÞ if ziðtÞ–0 and viðziðtÞÞ¼0 if ziðtÞ¼0: Then

by assumption (H2) we have 0#viðziðtÞÞ#ki for all t[Rþ and

i¼1;2;…;n: Let h¼diagðv1ðz1ðtÞÞ;v2ðz2ðtÞÞ;…;vnðznðtÞÞÞ;

then we have

FðzðtÞÞ¼hzðtÞ forallt[Rþ: ð9Þ

Therefore, from (8) and (9) we further obtain

dVðt;ztÞ

dt
# eet


2 zTðtÞ

�
SCðtÞþCðtÞS2 eS

22eE
1

z2ðtÞ

Xn

i¼1

ðziðtÞ

0
giFiðsÞsf 3s

�
zðtÞ

þzTðtÞðSAðtÞ2CðtÞgÞhzðtÞ

þzTðtÞhðATðtÞS2gCðtÞÞzðtÞ

þzTðtÞhðgAðtÞþATðtÞgÞhzðtÞ

þzTðtÞH2ðaþbÞ �Pðt;eÞzðtÞ

þzTðtÞSBðtÞb21BTðtÞSzðtÞ

þzTðtÞhgBðtÞa21BTðtÞghzðtÞ

�

¼2eetzTðtÞ

�
SCðtÞþCðtÞS2 eS2H2ðaþbÞ �Pðt;eÞ

2SBðtÞb21BTðtÞS2 ðSAðtÞ2CðtÞgÞh

2hðATðtÞS2gCðtÞÞ2hðgAðtÞþATðtÞgÞh

2hgBðtÞb21BTðtÞgh22eE
1

z2ðtÞ

�
Xn

i¼1

ðziðtÞ

0
giFiðsÞds

�
zðtÞ: ð10Þ

Let

�D1ðt;h;eÞ¼ SCðtÞþCðtÞS2H2ðaþbÞ �Pðt;eÞ

2SBðtÞb21BTðtÞS2 eS2 ðSAðtÞ2CðtÞgÞh

2hðATðtÞS2gCðtÞÞ2hðgAðtÞþATðtÞgÞh

2hgBðtÞb21BTðtÞgh

22eE
1

z2ðtÞ

Xn

i¼1

ðziðtÞ

0
giFiðsÞds:

Obviously, lime!0
�Pðt;eÞ ¼PðtÞ uniformly for all t [Rþ:

From assumption (H2) we obtain

1

z2ðtÞ

Xn

i¼1

ðziðtÞ

0
giFiðsÞds#

1

2
max

1#i#n
{giki} for all t[Rþ:

Hence, we further have lime!0
�D1ðt;h;eÞ ¼D1ðt;hÞ uni-

formly for all t [Rþ: and 0#h#K: Thus, by assumption

(H3) there exists a constant e. 0 such that

lminð �D1ðt;h;eÞ$
1

2
a

for all t[Rþ and 0#h#K: Therefore, by (10), we finally

obtain

dVðt;ztÞ

dt
#2

1

2
a eetzTðtÞzðtÞ, 0 for all t[Rþ: ð11Þ

H. Jiang, Z. Teng / Neural Networks 17 (2004) 1415–14251418



Secondly, we assume that (H4) holds. Since

2FTðzðtÞÞgBðtÞCðzðt2tðtÞÞÞþFTðzðtÞÞðgAðtÞþATðtÞgÞFðzðtÞÞ

¼2FTðzðtÞÞgBðtÞCðzðt2tðtÞÞÞ2FTðzðtÞÞ

�½2ðgAðtÞþATðtÞgÞ�FðzðtÞÞ#CTðzðt2tðtÞÞÞBTðtÞ

�g½2ðgAðtÞþATðtÞgÞ�21gBðtÞCðzðt2tðtÞÞÞ

¼2CTðzðt2tðtÞÞÞBTðtÞgðgAðtÞþATðtÞgÞ21

�gBðtÞCðzðt2tðtÞÞÞ ð12Þ

and

2zTðtÞSBðtÞCðzðt2tðtÞÞÞ2CTðzðt2tðtÞÞÞaCðzðt2tðtÞÞÞ

#zTðtÞSBðtÞa21BTðtÞSzðtÞ; ð13Þ

then, from (5) and (9), when b¼2bp we obtain

dVðt;ztÞ

dt
#eet

"
22zTðtÞSCðtÞzðtÞþ2zTðtÞSAðtÞFðzðtÞÞ

þzTðtÞSBðtÞa21BTðtÞSzðtÞ22FTðzðtÞÞgCðtÞzðtÞ

2CTðzðt2tðtÞÞÞBTðtÞgðgAðtÞþATðtÞgÞ21gBðtÞ

£Cðzðt2tðtÞÞÞþCTðzðtÞÞðaþbÞ �Pðt;eÞCðzðtÞÞ

2CTðzðt2tðtÞÞÞbCðzðt2tðtÞÞÞþezTðtÞSzðtÞ

þ2e
Xn

i¼1

ðziðtÞ

0
giFiðsÞds

#

#eet

(
2zTðtÞ

"
SCðtÞþCðtÞS2eS

22eE
1

z2ðtÞ

Xn

i¼1

ðziðtÞ

0
giFiðsÞdsÞ

#
zðtÞ

þzTðtÞðSAðtÞ2CðtÞgÞhzðtÞþzTðtÞhðATðtÞS

2gCðtÞÞzðtÞþzTðtÞSBðtÞa21BTðtÞSzðtÞ

þzTðtÞH2ða2bpÞ �Pðt;eÞzðtÞ

)
: ð14Þ

Let

�D2ðt;h;eÞ¼SCðtÞþCðtÞS2eS22eE
1

z2ðtÞ

Xn

i¼1

ðziðtÞ

0
giFiðsÞds

2H2ða2bpÞ �Pðt;eÞ2SBðtÞa21BTðtÞS

2ðSAðtÞ2CðtÞgÞh2hðATðtÞS2gCðtÞÞ:

A similar argument as about �D1ðt;h;eÞ; we also have

lime!0
�D2ðt;h;eÞ¼D2ðt;hÞ uniformly for all t[Rþ and 0#

h#K: Thus, by assumption (H4) there exists a constant e.0

such that

lminð �D2ðt;h;eÞÞ$
1

2
a for all t[Rþ;0#h#K:

Therefore, by (14) we finally have

dVðt;ztÞ

dt
#2

1

2
azTðtÞzðtÞeet,0 for all t[Rþ: ð15Þ

From (11) and (15), we further obtain

VðtÞ#Vð0Þ for all t$0: ð16Þ

Directly from (4) and assumption (H2) we have

VðtÞ$zTðtÞSzðtÞeet$lminðSÞe
et
Xn

i¼1

z2
i ðtÞ ð17Þ

for all t$0 and

Vð0Þ¼zTð0ÞSzð0Þþ2
Xn

i¼1

ðzið0Þ

0
giFiðsÞds

þ
Xn

i¼1

ð0

2tið0Þ

aiþbi

12_tiðc
21
i ðsÞÞ

C2
i ðziðsÞÞe

eðsþtiðc
21
i ðsÞÞÞds

#lmaxðSÞ
Xn

i¼1

sup
s[½2t;0�

ðf1iðsÞ2f2iðsÞÞ
2

þ
Xn

i¼1

giki sup
s[½2t;0�

ðf1iðsÞ2f2iðsÞÞ
2þ
Xn

i¼1

Li sup
s[½2t;0�

ðf1iðsÞ

2f2iðsÞÞ
2#Mkf12f2k

2
; ð18Þ

where

Li¼ sup
s[½2t;0�

aiþbi

12_tiðc
21
i ðsÞÞ

eeðsþtiðc
21
i ðsÞÞÞ

( )
h2

i tið0Þ

and M¼lmaxðSÞþmax1#i#n{gikiþLi}: Hence, by (16)–(18)

we finally obtain

Xn

i¼1

z2
i ðtÞ#M0kf12f2k

2
e2et for all t$0; ð19Þ

where M0$1 is a constant and M0 is independent of any

solution of system (1). From (19) we obtain that system (1)

is globally exponentially stable. This completes the proof of

Theorem 1.

4. Corollaries and remarks

In this section, we will give a series of corollaries as

the special cases of Theorem 1. From these corollaries

we will see that many important results (Arik, 2000; Arik

& Tavsanoglu, 2000; Cao, 2001; Lu, 2001) are improved

and extended in this paper to some more general cases,

particularly, to the CNNs with time-varying coefficients

and time-varying delays.

In assumption (H3), if we choose S ¼ b ¼ sE and g ¼ 0;

where s . 0 is a constant, then we have

D1ðt;hÞ ¼ s½2CðtÞ2 AðtÞh2 hATðtÞ2 BðtÞBTðtÞ

2 H2PðtÞ�2 H2aPðtÞ:

Obviously, if there is a constant a . 0 such that

lminð2CðtÞ2 AðtÞh2 hATðtÞ2 BðtÞBTðtÞ2 H2PðtÞÞ $ a
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for all t [ Rþ and 0 # h # K; then there must exist a

constant s . 0 such that lminðD1ðt;hÞÞ $ a for all t [ Rþ

and 0 # h # K: Thus, we obtain the following corollary as

a special case of Theorem 1.

Corollary 1. Suppose that ðH1Þ and ðH2Þ hold. If there is a

constant a . 0 such that

lminð2CðtÞ2 AðtÞh2 hATðtÞ2 BðtÞBTðtÞ2 H2PðtÞÞ $ a

for all t [ Rþ and 0 # h # K; then system (1) is globally

exponentially stable.

In assumption (H4), if we choose S ¼ a ¼ b ¼ g ¼ E;

then we have

D2ðt;hÞ ¼ 2CðtÞ2 ðAðtÞ2 CðtÞÞh2 hðATðtÞ2 CðtÞÞ

2 BðtÞBTðtÞ2 H2ð1 2 �bpÞPðtÞ;

where �bp ¼ inft[Rþ
{lminðB

TðtÞðAðtÞ þ ATðtÞÞ21BðtÞÞ}:

Therefore, as a special case of Theorem 1 we obtain the

following corollary.

Corollary 2. Suppose that ðH1Þ and ðH2Þ hold. If AðtÞ þ

ATðtÞ , 0 and there is a constant a . 0 such that

lminð2CðtÞ2 ðAðtÞ2 CðtÞÞh2 hðATðtÞ2 CðtÞÞ2 BðtÞBTðtÞ

2 H2ð1 2 �bpÞPðtÞÞ $ a

for all t [ Rþ and 0 # h # K; then system (1) is globally

exponentially stable.

When CðtÞ ; C; AðtÞ ; A; BðtÞ ; B; tðtÞ ; t and IðtÞ ;
I for all t [ Rþ are constants, then system (1) degenerates

into the following autonomous CNNs with delay

dxðtÞ

dt
¼ 2CxðtÞ þ Af ðxðtÞÞ þ Bgðxðt 2 tÞÞ þ I: ð20Þ

In this case, the matrices D1ðt;hÞ and D2ðt;hÞ given in

assumptions (H3) and (H4), respectively, become into

D1ðhÞ ¼ SC þ CS 2 ðSA 2 CgÞh2 hðATS 2 gCÞ

2 SBb21BTS 2 hðgA þ ATgÞh2 H2ðaþ bÞ

2 hgBb21BTgh

and

D2ðhÞ ¼ SC þ CS 2 H2ða2 bpÞ2 SBa21BTS

2 ðSA 2 CgÞh2 hðATS 2 gCÞ;

where bp ¼ lminðB
TgðgA þ ATgÞ21gBÞE: Further, assump-

tions (H3) and (H4), respectively, become into the following

forms.

(H3
p) There are positive definite matrix S; diagonal matrix

a ¼ diagða1;a2;…;anÞ . 0; b ¼ diagðb1;b2;…;bnÞ . 0

and g ¼ diagðg1; g2;…; gnÞ $ 0 such that

lminðD1ðhÞÞ . 0 for all 0 # h # K:

(H4
p) There are positive definite matrix S; diagonal matrix

a ¼ diagða1;a2;…;an . 0 and g ¼ diagðg1;g2;…;gnÞ $

0 such that gA þ ATg , 0 and

lminðD2ðhÞÞ . 0 for all 0 # h # K:

Therefore, as consequence of Theorem 1 we have the

following result.

Corollary 3. Suppose that ðH2Þ and at least one of ðHp
3 Þ and

ðHp
4Þ hold, then system (18) has a unique equilibrium xp

which is globally exponentially stable.

The proof of the existence of unique equilibrium xp in

Corollary 3 is similar to Corollary 6 given in Jiang and Teng

(2003).

Further, as consequence of Corollaries 1 and 2 we have

the following results.

Corollary 4. Suppose that ðH2Þ holds and

lminð2C 2 Ah2 hAT 2 BBT 2 H2Þ . 0

for all 0 # h # K:

Then system (18) has a unique equilibrium xp which is

globally exponentially stable.

Corollary 5. Suppose that ðH2Þ holds. If A þ AT , 0 and

lminð2C 2 Ah2 hAT þ 2Ch2 BBT 2 H2ð1 2 �bpÞÞ . 0

for all 0 # h # K; where bp ¼ lminðB
TðA þ ATÞ21BÞ; then

system (18) has a unique equilibrium xp which is globally

exponentially stable.

When system (1) is v-periodic, that is, CðtÞ; AðtÞ; BðtÞ;

tðtÞ and IðtÞ are v-periodic functions. Applying the

existence theorems of periodic solutions for general

functional differential equations (see Burton (1985)), from

Lemma 1 and Theorem 1 we have the following result.

Corollary 6. Suppose that system (1) is v-periodic, ðH1Þ;

ðH2Þ and at least one of ðH3Þ and ðH4Þ hold. Then system (1)

has a unique v-periodic solution which is globally

exponentially stable.

As two special cases of system (1), we have the following

systems

dxðtÞ

dt
¼ 2CðtÞxðtÞ þ BðtÞgðxðt 2 tðtÞÞÞ þ IðtÞ ð21Þ

and

dxðtÞ

dt
¼ 2CðtÞxðtÞ þ AðtÞf ðxðtÞÞ þ IðtÞ: ð22Þ
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Therefore, as consequences of Theorem 1 we have the

following corollaries.

Corollary 7. Suppose that ðH1Þ and ðH2Þ hold and there are

the positive definite matrix S; diagonal matrix a ¼

diagða1;a2;…;anÞ . 0 and a constant a . 0 such that

lminðSCðtÞ þ CðtÞS 2 H2aPðtÞ2 SBðtÞa21BTðtÞSÞ $ a

for all t [ Rþ: Then system (21) is globally exponentially

stable.

Corollary 8. Suppose that ðH1Þ and ðH2Þ hold and there exist

the positive definite matrix S; g ¼ diagðg1; g2;…;gnÞ $ 0

and a constant a . 0 such that lminðD1ðt;hÞÞ $ a for all

t [ Rþ and 0 # h # K; where

D1ðt;hÞ ¼ SCðtÞ þ CðtÞS 2 ðSAðtÞ2 CðtÞgÞh2 hðATðtÞS

2 gCðtÞÞ2 hðgAðtÞ þ ATðtÞgÞh:

Then system (22) is globally exponentially stable.

Particularly, when systems (21) and (22) degenerate into

the autonomous cases we have the following results which

are similar to Corollaries 7 and 8.

Corollary 9. Suppose that ðH2Þ holds and there are

the positive definite matrix S and diagonal matrix

a ¼ diagða1;a2;…;anÞ . 0 such that

lminðSC þ CS 2 H2a2 SBa21BTSÞ . 0:

Then autonomous system (21) has a unique equilibrium xp

which is globally exponentially stable.

Corollary 10. Suppose that ðH2Þ holds and there exist the

positive definite matrix S and g ¼ diagðg1; g2;…;gnÞ $ 0

such that

lminðSC þ CS 2 hðgA þ ATgÞhþ ðCg2 SAÞh

þ hðCg2 ATSÞÞ . 0

for all 0 # h # K: Then autonomous system (22) has a

unique equilibrium xp which is globally exponentially

stable.

Remark 1. In Arik and Tavsanoglu (2000), the following

autonomous CNNs

dxðtÞ

dt
¼ 2CxðtÞ þ TSðxðt 2 tÞÞ þ b ð23Þ

are studied, where xðtÞ [ Rn; b [ Rn;C ¼ diagðc1; c2;…; cnÞ

. 0; t $ 0; T ¼ ðTijÞn£n and SðxÞ ¼ ðs1ðx1Þ; s2ðx2Þ;…;

snðxnÞÞ: Under the assumptions that the response functions

siðxiÞ are monotonically increasing, sið0Þ ¼ 0 and each siðxiÞ

satisfies the following condition:

0 #
siðxiÞ

xi

# sM
i for all xi [ R; xi – 0;

the author obtained the following result. That is, if there is a

positive matrix P and positive diagonal matrix D such that

2ðPC þ CPÞ þ PTD2TTP þ SMD22SM , 0; ð24Þ

here SM ¼ diagðsM
1 ;s

M
2 ;…;sM

n Þ; then the equilibrium

x ¼ xp of system (23) is globally asymptotically stable.

Clearly, the condition (24) is equivalent to the condition of

Corollary 9. In addition, under this condition we directly

obtain the global exponential stability of equilibrium.

Remark 2. In Arik (2000), Arik and Tavsanoglu (2000),

Cao (2001) and Lu (2001), we see that the authors obtained

a series of criteria of the matrix forms on the global

asymptotic stability of equilibrium point for autonomous

CNNs with constant delay. Comparing with those results

given in Arik (2000), Arik and Tavsanoglu (2000), Cao

(2001) and Lu (2001), we find that the results obtained in

this paper improve and extend those results in many aspects.

Firstly, we see that the systems discussed in this paper are

time-varying coefficients and time-varying delay. Secondly,

we see that the global exponential stability of solutions is

obtained in this paper. Thirdly, we see that in the literature

(Arik, 2000; Arik & Tavsanoglu, 2000; Cao, 2001; Lu,

2001) authors assumed the existence of equilibrium point,

however, in this paper we have not given this assumption.

Fourthly, in our results the response functions may be

unbounded, however, in Arik (2000), Arik and Tavsanoglu

(2000), Cao (2001) and Lu (2001), the response functions

are assumed to be either bounded or the special case f ðxÞ ¼

ð1=2Þðlx þ 1l2 lx 2 1lÞ: In addition, we also see that the

main results given in this paper are more general than those

given in Arik (2000), Arik and Tavsanoglu (2000), Cao

(2001) and Lu (2001), because in assumptions (H3) and (H4)

we can choose many parameters, for example, matrices S; a;

b and g such that (H3) and (H4) hold.

Remark 3. The results obtained in this paper are also

completely different from the results given in the

literature (Cao, 1999; Cao & Wang, 2002; Chu, 2001;

Huang et al., 2002; Liang & Cao, 2003; Mohamad,

2001; Mohamad & Gopalsamy, 2000; Peng, Qiao, & Xu,

2002; Zhou & Cao, 2002). In this paper the method of

matrix analysis is used and the criteria of matrix forms on

the global exponential stability are obtained. However, in

the literature (Cao, 1999; Cao & Wang, 2002; Chu, 2001;

Huang et al., 2002; Liang & Cao, 2003; Mohamad, 2001;

Mohamad & Gopalsamy, 2000; Peng et al., 2002; Zhou &

Cao, 2002), the technique of inequality analysis and

Young inequality is used and the diagonal domination

criteria of the global exponential stability are given. In

particular, in Jiang et al. (2003), the diagonal domination

criteria on the boundedness, global exponential stability

and the existence of periodic solutions are obtained

for CNNs with time-varying coefficients and time-varying

delay.
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Remark 4. The results given in this paper also can be

improved to the following CNNs with time-varying

coefficients and distributed delay

dxðtÞ

dt
¼ 2CðtÞxðtÞþAðtÞf ðxðtÞÞ

þBðtÞg
ð0

2t
kðsÞxðtþ sÞds

� �
þ IðtÞ; ð25Þ

where gð
Ð0
2t kðsÞxðt þ sÞdsÞ ¼ ðg1ð

Ð0
2t1

k1ðsÞx1ðt þ sÞdsÞ;

g2ð
Ð0
2t2

k2ðsÞx2ðt þ sÞdsÞ;…; gnð
Ð0
2tn

knðsÞxnðt þ sÞdsÞÞ withÐ0
2ti

kiðsÞds ¼ 1 ði ¼ 1; 2;…; nÞ; and the following re-

current neural networks with time-varying coefficients

and delays

dxðtÞ

dt
¼2CðtÞhðxðtÞÞþAðtÞf ðxðtÞÞþBðtÞgðxðt2 tðtÞÞÞþ IðtÞ;

ð26Þ

where hðxÞ ¼ ðh1ðx1Þ;h2ðx2Þ;…;hnðxnÞÞ; as long as each hiðuÞ

satisfies the condition infu[R {dhiðuÞ=du}. 0:

5. Two examples

We consider the following two-dimensional CNNs with

time-varying coefficients and delays

_xðtÞ ¼ 2CðtÞxðtÞ þ AðtÞf ðxðtÞÞ þ BðtÞgðxðt 2 tðtÞÞÞ þ IðtÞ;

ð27Þ

where t [ Rþ; x ¼ ðx1; x2Þ
T; f ðxÞ ¼ ðf1ðx1Þ; f2ðx2ÞÞ

T;

gðxðt 2 tðtÞÞÞ ¼ ðg1ðx1ðt 2 t1ðtÞÞÞ; g2ðx2ðt 2 t2ðtÞÞÞÞ and

IðtÞ ¼ ðI1ðtÞ; I2ðtÞÞ
T:

Example 1. In system (27), we take

CðtÞ ¼
7 þ sin t 0

0 9 2 cos t

 !
;

AðtÞ ¼

24 þ
1

2
sin t 1

2 2 2
1

2
cos t

0
BBB@

1
CCCA;

and

BðtÞ ¼

1 þ
1

5
sin t 2

1 1 2
1

5
cos t

0
BBB@

1
CCCA:

Further, we let fiðuÞ ¼ giðuÞ ¼ hðuÞ ¼ u 2 arctanðu=2Þ

ði ¼ 1; 2Þ and t1ðtÞ ¼ t2ðtÞ ¼ 1 þ ð1=2Þsin t: We see directly

that hðuÞ is unbounded on u [ R and satisfies

0 #
hðuÞ2 hðupÞ

u 2 up
# 1 for all u; up [ R:

Hence, K ¼ H ¼ diagð1; 1Þ: Further, we see that tiðtÞ

satisfies inft[Rþ
{1 2 _tiðtÞ $ ð1=2Þ ði ¼ 1; 2Þ:

Choosing S ¼ a ¼ b ¼ E and g ¼ 0; then we have

D1ðt;hÞ ¼ 2CðtÞ2 AðtÞh2 hATðtÞ2 BðtÞBTðtÞ2 H2PðtÞ;

where t [ Rþ and 0 # h # K: By directly calculating, we

have

AðtÞhþ hATðtÞ

¼

2h1 24 þ
1

2
sin t

� �
2h2 þ h1

2h2 þ h1 2h2 2 2
1

2
cos t

� �
0
BBB@

1
CCCA;

where h ¼ diagðh1;h2Þ

BðtÞBTðtÞ

¼

1þ
1

5
sin t

� �2

þ4 1þ
1

5
sin tþ2 12

1

5
cos t

� �

1þ
1

5
sin tþ2 12

1

5
cos t

� �
12

1

5
cos t

� �2

þ1

0
BBBB@

1
CCCCA

and

H2PðtÞ # 2E:

Hence, we obtain

D1ðt;hÞ ¼
d11ðt;hÞ d12ðt;hÞ

d12ðt;hÞ d22ðt;hÞ

 !
;

where

d11ðt;hÞ ¼ 14 þ 2 sin t 2 2h1 24 þ
1

2
sin t

� �
2 4

2 1 þ
1

5
sin t

� �2

22;

d22ðt;hÞ ¼ 18 2 2 cos t 2 2h2 2 2
1

2
cos t

� �
2 1

2 1 2
1

5
cos t

� �2

22

and

d12ðt;hÞ ¼ 2h2 þ h1 2 3 þ
1

5
sin t 2

2

5
cos t

� �
:
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Since d11ðt;hÞ . 3; d22ðt;hÞ . 6 and d2
12ðt;hÞ , 13 for all

t [ Rþ and 0 # h # K; we obtain

det
d11ðt;hÞ d12ðt;hÞ

d12ðt;hÞ d22ðt;hÞ

 !
¼ d11ðt;hÞd22ðt;hÞ2d2

12ðt;hÞ. 5

for all t [Rþ and 0#h#K: Hence, we can obtain that

there exists a constant a. 0 such that

lminðD1ðt;hÞÞ$ a for all t [Rþ; 0#h#K:

This shows that assumption (H3) holds with S¼a¼b¼E

and g¼ 0: Therefore, from Corollary 1, we obtain that

system (27) is globally exponentially stable.

However, for any g ¼ diagðg1; g2Þ $ 0 we have

gAðtÞ þ ATðtÞg

¼

2g1 24 þ
1

2
sin t

� �
2g2 þ g1

2g2 þ g1 2g2 2 2
1

2
cos t

� �
0
BBB@

1
CCCA:

Obviously, we see that gAðtÞ þ ATðtÞg is not negative

definite for all t [ Rþ: This shows that assumption (H4) is

not true.

Example 2. In system (27), we take

CðtÞ ¼
21 2 4 sin t 0

0 36:5 2 4 cos t

 !
;

AðtÞ ¼

22 þ
1

2
sin t 0

1 22 þ
1

2
cos t

0
BBB@

1
CCCA;

and

BðtÞ ¼
24 þ sin t 1

1 24 þ cos t

 !
:

Further, we let f1ðuÞ ¼ f2ðuÞ ¼ hðuÞ ¼ 29u þ sin u;

g1ðuÞ ¼ g2ðuÞ ¼ pðuÞ ¼ u 2 arctanð1=2Þu and t1ðtÞ ¼

t2ðtÞ ¼ 1 þ ð1=2Þsin t: We see that hðuÞ and pðuÞ are

unbounded on u [ Rþ and satisfy

0 #
hðuÞ2 hðupÞ

u 2 up
# 30 and 0 #

pðuÞ2 pðupÞ

u 2 up
# 1

for all u; up [ R: Hence, K ¼ diagð30; 30Þ and H ¼

diagð1; 1Þ: In addition, we have inft[Rþ
{1 2 _tiðtÞ} $

ð1=2Þ ði ¼ 1; 2Þ: Choosing S ¼ a ¼ b ¼ g ¼ E; we have

D1ðt;hÞ ¼ 2CðtÞ2 ðAðtÞ2 CðtÞÞh2 hðATðtÞ2 CðtÞÞ

2 BðtÞBTðtÞ2 hðAðtÞ þ ATðtÞÞh

2 hBðtÞBTðtÞh2 2H2PðtÞ

and

D2ðt;hÞ ¼ 2CðtÞ2 ðAðtÞ2 CðtÞÞh2 hðATðtÞ2 CðtÞÞ

2 BðtÞBTðtÞ2 H2ð1 2 �bpÞPðtÞ;

where h ¼ diagðh1;h2Þ and 0 # h # K: Since

ðAðtÞ2 CðtÞÞhþ hðATðtÞ2 CðtÞÞ

¼
2h1ð223 þ 4:5 sin tÞ h1

h1 2h2ð238:5 þ 4:5 cos tÞ

 !
;

we obtain

ðAðtÞ2CðtÞÞhþhðATðtÞ2CðtÞÞ

#

2h1ð223þ4:5sintÞþh1 0

0 2h2ð238:5þ4:5costÞþh1

0
@

1
A

#

0 0

0 h1

0
@

1
A# 0 0

0 30

0
@

1
A ð28Þ

and

ðAðtÞ2CðtÞÞhþhðATðtÞ2CðtÞÞ

$
2h1ð223þ4:5sintÞ2h1 0

0 2h2ð238:5þ4:5costÞ2h1

 !

$
254£30 0

0 287£30

 !
:

ð29Þ

Further, we obtain

BðtÞBTðtÞ¼
1528sintþsin2t 28þsintþcost

28þsintþcost 1528costþcos2t

 !
; ð30Þ

AðtÞþATðtÞ¼
24þsint 1

1 24þcost

 !
; ð31Þ

detðAðtÞþATðtÞÞ¼1524sint24costþsintcost;

ðAðtÞþATðtÞÞ21¼
1

detðAðtÞþATðtÞÞ

24þcost 1

1 24þsint

 !
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and

BTðtÞðAðtÞþATðtÞÞ21BðtÞ¼
24þsint 1

1 24þcost

 !
:

By directly calculating, we can obtain

�bp¼inf
t[R

{lminðB
TðtÞðAðtÞþATðtÞÞ21BðtÞÞ}

$ inf
t[Rþ

{28þsintþcost}

¼ð28þcostþsintÞlt¼pþðp=4Þ

$29:5:

Hence

H2ð12 �bpÞPðtÞ$21E forallt[Rþ: ð32Þ

From (28), (30) and (32) we have

D2ðt;hÞ$
4228sint 0

0 7328cost

0
@

1
A2 0 0

0 30

0
@

1
A2 21 0

0 21

0
@

1
A

2
1528sintþsin2t 28þsintþcost

28þcostþsint 1528costþcos2t

0
@

1
A

$
62sin2t 42sint2cost

42sint2cost 72cos2t

0
@

1
A:

Since 62sin2t$5; 72cos2t$6 and

detðD2ðt;hÞÞ$ð62sin2tÞð72cos2tÞ2ð42sint2cos2tÞ2

.30230¼0;

we can obtain that there exists a constant a.0 such

that

lminðD2ðt;hÞÞ$a for all t[Rþand0#h#K:

This shows that assumption (H4) holds with S¼a¼b¼

g¼E: Therefore, from Corollary 2, we obtain that

system (27) is globally exponentially stable.

However, from (29)–(31), we further obtain

D1ðt;hÞ ¼ 2CðtÞ2 ðAðtÞ2CðtÞÞh2hðATðtÞ2CðtÞÞ

2BðtÞBTðtÞ2hðAðtÞþATðtÞÞh22H2PðtÞ

2hBðtÞBTðtÞh

#
4228 sin t 0

0 7328 cos t

 !

2
254£30 0

0 287£30

 !

2h
1127 sin tþ sin2t 27þ sin tþ cos t

27þ sin tþ cos t 1127 cos tþ cos2t

 !
h:

In particular, when we choose h ¼ K; then we have

Since 28238 þ 6292 sin t 2 302sin2t , 0; we obtain that

D1ðt;hÞ is not positive definite. From this, we see that

assumption ðH3Þ is not true with S ¼ a ¼ b ¼ g ¼ E:

6. Conclusions

In this paper, we study a class of CNNs with time-

varying coefficients and delays and obtain new sufficient

conditions of the global exponential stability of solutions

by utilizing the Liapunov function method and the

technique of matrix analysis. We introduce two new

important assumptions (H3) and (H4) to ensure the global

exponential stability of the systems. From Examples 1 and

2, we see that these two assumptions are completely

different from each other. From Corollaries 1–10 of main

Theorem 1, we see that the results obtained in this paper

conclude many special cases. In particular, some special

case of system (1), like autonomous cellular networks

with delay, periodic cellular networks with delay, systems

(21) and (22), etc. are concluded. Comparing with the

results given in Arik (2000), Arik and Tavsanoglu (2000),

Cao (2001), Lu (2001) and Jiang and Teng (2003), we see

the results obtained in this paper improve and extend

those results in many aspects. Comparing with the results

given in Cao (1999, 2001), Cao and Wang (2002), Chu

(2001), Huang et al. (2002), Jiang et al. (2003), Liang and

Cao (2003), Lu (2001), Mohamad (2001), Mohamad and

Gopalsamy (2000), Peng et al., (2002) and Zhou and Cao

(2002), we see that the results obtained in this paper are

also completely different from those results. In addition,

the results given in this paper can also be improved to

D1ðt;hÞ #
28238 þ 6292 sin t 2 302sin2t 2302ð27 þ sin t þ cos tÞ

2302ð27 þ sin t þ cos tÞ 27817 2 8 sin t 2 302ð27 cos t þ cos2tÞ

 !
:
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the CNNs with time-varying coefficients and distributed

delay and the recurrent neural networks with time-varying

coefficients and delays, like systems (25) and (26).

Therefore, we see that the results given in this paper are

new, more general and useful in the theory and

applications of the stability of CNNs with delay.
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