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INTRODUCTION

I
t is known that every protein has its preferred tempera-

ture. When the environmental temperature is too higher

or lower than its preferred temperature, a protein will

lose its stability and then its function. So studying the

relationship between protein structures and their pre-

ferred temperatures can really help us understand the mecha-

nism of protein thermostability.

In the past, many works have been done in this field1,2

and some physical characters were regarded as the keys to the

thermostability of proteins, such as hydrogen bonds and

fractional polar surface,3,4 hydrophobicity,5,6 electrostatic

interactions,7–12 salt bridges,13–16 and contact density.17

Generally it is believed that the electrostatic interaction

(include ion pairs and hydrogen bonds) and the hydrophobic

interaction (nonpolar residue packing) in the proteins are the

most important factors to protein thermostability (as well

reviewed in18–22). For the electrostatic interaction, Kumar et al.

have compared 18 nonredundant protein families of meso-

philic and thermophilic proteins. They proposed that salt

bridges and side-chain hydrogen bonds greatly stabilize the

proteins in high temperatures.15 As a detailed study, Zhou and

Dong checked the thermophilic Bacillus caldolyticus cold shock

protein (Bc-Csp) and the mesophilic Bacillus subtilis cold shock

protein B (Bs-CspB), and they are different in the sequence for

11 of the 66 residues. By analyzing electrostatic effects in both

the folded and unfolded states, they noted that Bc-Csp has

more unfavorable charge–charge interactions in the unfolded

state, which would inversely increase its thermostablility.11

For the hydrophobic interaction, Gromiha selected a set

of proteins from different families which have the highest
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and lowest average environmental temperatures.23 After ana-

lyzing the preference of surrounding residues influenced by

medium- and long-range contacts, he found that the thermo-

philic proteins have more long-range contacts at residue dis-

tance 31–34 in their sequences than the mesophilic proteins.

He also observed that hydrophobic and polar–nonpolar con-

tacts are the preferred residue pairs that enhance the thermo-

stability of thermophilic proteins.

Recently, Berezovsky and Shakhnovich24 made a detailed

analysis on five groups of proteins with different environment

temperatures. They assumed that proteins enhance their ther-

mostability mainly based on two strategies: one is structure-

based, proteins increase the number of contacts to become

more stable. The other is sequence-based, proteins mutate the

special amino acids and strengthen some special interactions

to become more stable. They also declared that the choice of a

certain way for each protein to enhance thermostability is

determined under the evolutionary history and environmental

conditions. Ancient organisms adapt the structure-based way,

and later evolved organisms often adapt the sequence-based

way.

In this paper, we use contact analysis to investigate the

inter-residue interactions between thermophilic and meso-

philic proteins and try to find the main factors and ways that

enhance the thermostability by using a different way.

Although up to now many factors have been put out to eval-

uate the thermostability of proteins, such as hydrogen bonds,

ion pairs, nonpolar surface area, and contact number, all of

them are purely geometry-based, and may lead to greater sta-

tistical errors (exemplified in the Discussion section). On the

other hand, our criterion, the contacts based on all-atom

force field, has more physical characters. Through analyzing

the protein data, we find both the normalized contact num-

ber and contact energy strongly correlate with the thermo-

stability of proteins. So this criterion would be a good bench-

mark. Additionally, we also study various kinds of contacts,

like hydrophobic contacts, polar contacts, half-charged con-

tacts, and charged contacts (see definition in Discussion sec-

tion) and extract some important features of special contacts

to protein thermostability.

MATERIALS AND METHODS
It is well known that the stability of a protein is determined by the
inter-atomic interactions in it. But because of the large number of
atom types, the interactions between atoms in protein are com-
plex.25–27 It is not easy to draw out the main features. So many sta-
tistical residue–residue contact potentials have been proposed to
describe the characters of protein structures.28 Among these, the
most famous one is MJ contact potentials,29,30 which are derived
from a lot of crystal structures of globular proteins through the

quasi-chemical approximation. From these contact energies, some
inter-residue characters can be identified: firstly, the formation of
Cys-X contacts from Cys-Cys and X-X contacts always cause a rela-
tive large energy loss; secondly, the strong attraction exists between
the charged residues (positive Lys, Arg and negative Glu, Asp), and
thirdly, the segregation of hydrophobic and hydrophilic residues is
observed. The MJ matrix was validated by some experiments.31

They also showed that the contact energies can well discriminate
native conformations from other decoy folds. Recently, the studies
on contacts go on more detail, such as integrated radial distribu-
tion,32 long range interactions,33 secondary characters,34 and solvent
influence.35

Although statistical contact potential is helpful in determining
the crucial features of residue–residue interactions in proteins, but
it does have its limitations. Recently Khatun et al.36 derived a new
set of contact potentials by optimizing the parameters with experi-
mental DDG (stability changes upon mutations) using singular
value decomposition algorithm. The contact potentials are applied
in predicting DDG for other proteins. The results of prediction
showed that they are not accurate and transferable within experi-
mental error. So we still need effort to develop the efficiency of con-
tact potentials in predicting the changes of stability of proteins.

In this paper, we try to calculate contact potentials with all-atom
force field. We use GB/SA model37,38 as implicit solvent model to
simulate the aqueous environment. GB/SA is a reduced model from
the continuum model, which treats the water as continuous me-
dium and there are usually three terms included in the free energy
of solvation:

!Gsol ¼ !Gcav þ!Gvdw þ!Gpol ð1Þ

where DGcav is a solvent-solvent cavity term, corresponding to the
free energy of creating a cavity of solute in the solvent continuum;
DGvdw is the free energy term representing the interactions between
the solute and solvent. And the last term DGpol denotes electrostatic
interactions between the solute and solvent. The advantage of this
model is that it does not need treat solvent molecules explicitly and
cost much less computation time.

The sum of the first two terms in Eq. (1) is often regarded pro-
portional to the solvent-accessible surface area of the solute.

!Gcav þ!Gvdw ¼
XN

i¼1

!iAi ð2Þ

where Ai is the solvent-accessible surface area of the atom i and !i is
an special empirical parameter corresponding to atom i. Generally
all !i is 4.9 cal/(mol/Å

2) and solvent probe radius is 1.4 Å.
The occurrence of the last term, in Eq. (1), DGpol, is due to the

polarization of the solvent which is caused by the solute. The charge
distribution of the solute directly determines that of the solvent,
which in turn influences the solute reversely.

To obtain DGpol, the most precise method is to solve the Poisson–
Boltzmann (PB) equation, the result of which is very close to that of
explicit water. However, it is still too slow to be applicable in normal
molecular dynamics simulations. Recently some numerical methods
related to solving the PB equation have been published, which is
promising to be used widely.
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Another attractive approach to calculate DGpol in Eq. (1) is to
use generalized Born (GB) model proposed by Still et al.37 and
developed by others.38 This model calculates DGpol as follows:

!Gpol ¼%166:0
!
1%1

"

"XN

i¼1

XN

j¼1

qiqjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2ij þ"i"j e%Dij

q ð3Þ

where Dij ¼ rij
2/4"i"j, rij is the distance between atom i and atom j. qi

and qj are the charges of atom i and atom j. e is the dielectric constant
of the solvent. The most important, "i is the effective Born radius of
atom i, which is related to the effective Born free energy of solvation.

In the following discussion we would analyze the interaction
energies between residue pairs upon all-atom force field. Although
it costs too much time on the computation than previous published
methods, such as contacts between C" atoms, it is precise and can
produce some new information which is helpful on the study of the
thermostability of the proteins. The software we use is Tinker (See:
http://dasher.wustl.edu/tinker/) with Charmm27 force field.39

Before formal analysis we optimize all the structures with the conju-
gate-gradient method and the gradient tolerance is 0.2 kcal/(Å mol).

It is necessary to note that the analysis presented in this paper
examines the contact and solvation energies of the folded protein

conformations only. Strictly, it is important to include an
unfolded reference state in our protein stability calculations.
However, since an unfolded reference state model is still absent in
all-atom level, it is difficult to consider the effect of unfolded
states in our calculation at this stage. Fortunately, since meso-
philic and thermophilic proteins in the same family have similar
sequences, they should have similar unfolded energies. Therefore,
at least as a first order approximation, we may assume that these
unfolded energies will cancel out of any analysis regarding the rel-
ative stability of these homologous proteins. Of course, electro-
static desolvation may be sensitive to these small differences in
sequence, particularly since these differences results may result
from mutations that substitute charged residues for polar resi-
dues. We shall try to consider the unfolded state effect in our
future works.

RESULTS AND DISCUSSION

Contact Potential Energies
To get an overall view on the contact potential energies calcu-

lated by all-atom force field, we arbitrarily select tens of pro-

FIGURE 1 Averaged electrostatic energies between all residue pairs for the proteins (a) 1ash, (b)
1ino, (c) 1nar, and (d) 1pex. The residue types from 1 to 20 are sorted in the order: GLY, ALA,
VAL, LEU, ILE, PRO, PHE, TRP, MET, SER, THR, CYS, TYR, ASN, GLN, ASP, GLU, HIS, LYS,
ARG. The energy unit is kcal/mol.
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teins from Brookhaven Data Bank40,41 which belong to four

different structure classes: all ", " + #, "/#, and all #. For
simplicity, in the following we only show results of one pro-

tein for each class. They are hemoglobin (1ash), inorganic

pyrophosphatase (1ino), narbonin (1nar), and collagenase-

3(1pex), respectively.

We first calculated the averaged electrostatic energies of all

residue pairs (Figure 1). We found that, the strongest attrac-

tive and repulsive interactions are between the charged resi-

dues (positive LYS, HIS, ARG and negative GLU, ASP), the

second strongest interactions are those corresponding to the

charged-polar pairs or charged-hydrophobic pairs. We call

both of them half-charged pairs. This can be seen more clearly

from Figure 2, which shows the detailed inter-residue electro-

static energies in one dimension (all the 20 amino acids are

sorted as follows: GLY, ALA, VAL, LEU, ILE, PRO, PHE, TRP,

MET, SER, THR, CYS, TYR, ASN, GLN, ASP, GLU, HIS, LYS,

ARG. Then we get 210 pairs one by one in the order: GLY-

ALA, GLY-VAL, . . . , ALA-VAL, ALA-LEU, . . .).
The bands in Figure 2 correspond to the half-charged pairs.

To understand this phenomenon, we plot in Figure 3 the de-

pendence of the electrostatic energy on the centroid distance

between charged residue GLU and polar residue THR. It can

be seen that the energies are close to zero when the distance

between them is far away, but they diverge from zero when

they approach to each other. So unlike charged residue pairs,

their energies are not a single-value function of their distances;

for example, residue pair GLU7-THR227 and THR201-

GLU207 in the protein 1nar: their electrostatic energies are

%1.60 and 1.84 kcal/mol respectively, while their centroid dis-

tances are 9.67 and 9.41 Å (almost at the same distance). This

phenomenon may be due to two reasons. The first is the orien-

tation of the side chains of residue pairs. Different orientations

of side chains cause different distances between detailed atom

pairs and then certainly affects the electrostatic energy between

residues. The second factor is the burial degree and therefore

solvation effect. The closer the residue pairs near the protein

surface, the stronger the solvent would influence the inter-resi-

due interaction. Because of the large number, this half-charged

pairs are more important than the charged-charged pairs on

the whole. We’ll discuss it in the next section.

Figure 4 gives the averaged potential energies (including

three energy terms: Van der Waals energy, electrostatic energy,

and solvent polarized energy) of all residue–residue pairs for

FIGURE 2 A one-dimensional view of electrostatic energies (%10 kcal/mol to + 10 kcal/mol)
between all residues pairs for the proteins: (a) 1ash, (b) 1ino, (c) 1nar, and (d) 1pex. To evaluate
the residue–residue interaction, we first sort the 20 amino acids from 1 to 20 as follows: GLY, ALA,
VAL, LEU, ILE, PRO, PHE, TRP, MET, SER, THR, CYS, TYR, ASN, GLN, ASP, GLU, HIS, LYS,
ARG. Then we get 210 pairs one by one in the order: GLY-ALA, GLY-VAL, . . . , ALA-VAL, ALA-
LEU, . . . . The energy unit is kcal/mol.
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FIGURE 3 Electrostatic energies vs. centroid distance between polar residue THR and charged
residue GLU for protein (a) 1ash, (b) 1ino, (c) 1nar, and (d) 1pex. The energy unit is kcal/mol.

FIGURE 4 Averaged potential energies between all residues pairs for the proteins: (a) 1ash, (b)
1ino, (c) 1nar, and (d) 1pex. See detailed description for residue pairs in Figure 1.
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the four proteins. We find that the overall patterns have changed

greatly (compare to Figure 1), especially for charged–charged

residue pairs. This is because the electrostatic energies between

them are greatly moderated by the polar effect due to the sol-

vent. So the averaged interactions of most pairs are very small

(between +0.6 and %0.6 kcal/mol). But this is only the averaged

values. For any actual residue pairs, the potential energy varies

greatly. Some of them are around zero, no matter how close

they are. Some of them are much lower (%10 kcal/mol) even

they are comparably far away from each other. This may explain

why previous statistical contact potentials are not so accurate.

Their energies only depend on the centroid distances between

residues, which is not very consistent with real situation.

The inter-residue potential energy is the base on which we

define contacts. We assume a contact is formed when the

potential energy between two residues is lower then %0.5

kcal/mol (it approximately equal to define a contact when

the distance between residues is 7.5 Å).

Contacts in Mesophilic and
Thermophilic Proteins
Now we apply the contact analysis to the mesophilic and

thermophilic proteins. The database we use is from those

used by Vogt and Argos,3 Kumar et al.15 and Gromiha

et al.42 There are fifteen groups of proteins. Each group

represents a protein family and has two proteins with great

different preferred environmental temperature (Table I).

The proteins in the same family have the similar sequences

and structures.

We calculate the contacts for the proteins and divide

them into four categories according to the properties of

their amino acid components, which are hydrophobic con-

tacts (nonpolar–nonpolar residue contacts), polar contacts

(polar–nonpolar and polar–polar residue contacts), half-

charged contacts (charged-nonpolar and charged-polar resi-

due contacts) and charged contacts (charged–charged residue

contacts). We are interested in the contribution of different

types of contacts to the thermostability of proteins. If one

type of contact has larger number or lower energy in ther-

mophilic proteins than in their mesophilic counterparts, it

should contribute to the thermostability of protein.

To understand the data in Table I, we visualize them in

different ways in Figures 5–7. From them, we observed some

interesting results

1. In Figure 5 we present the normalized contact numbers

(N/L) and the normalized contact energies (E/L) of the

four kinds of contacts in the fifteen mesophilic proteins

FIGURE 5 Normalized contact number (N/L) and normalized contact energy (E/L) for four
kinds of contacts in fifteen mesophilic proteins and fifteen thermophilic proteins (the data are from
Table I). L is the amino acid number of a protein.

34 Chen, Li, and Xiao

Biopolymers DOI 10.1002/bip



and fifteen thermophilic proteins. L is the sequence

length of a protein.

It is generally accepted that charged contacts and

hydrophobic contacts are the most important factors to

the stability of proteins.5,6,13–15 Charged contacts pro-

vide the strongest forces while the hydrophobic con-

tacts make stable hydrophobic cores. However, Figure 5

shows that the half-charged contacts have the lowest

normalized potential energies in most cases (12 of 15

in mesophilic proteins, 13 of 15 in thermophilic pro-

teins). This can be explained in two ways: on one hand,

the number of charged contacts is usually much less

than those of other three types of contacts (the top two

figures in Figure 5), even if generally one single charged

contact has lowest energy. On the other hand, although

the hydrophobic contacts have the largest contact num-

ber in most cases (10 of 15 in mesophilic proteins, 11

of 15 in thermophilic proteins), the potential energy of

one hydrophobic contact is generally higher than those

of other kinds of contacts. In contrast, the half-charged

contact not only has large contact number but also has

lower single contact energy than that of hydrophobic

contact or polar contact. In 24 of 30 proteins, the num-

ber of the half-charged contacts is the largest or second

largest in all of the four kinds of contacts.

These results suggest that the half-charged interac-

tions may also be the important interaction to the ther-

mostability of proteins. Charged residues may exert

their profound influence not only by forming contacts

with other charged residues but also with polar or non-

polar residues. The favorable interaction between a

charged residue and a nonpolar residue may be resulted

from two aspects. The first is that even the charged resi-

dues have some nonpolar fragments in the side-chains.

This would favor the aggregation between charged-

nonpolar residue pairs. The second reason may still be

the electrostatic interaction. In the definition of

Charmm27 force field, all the atoms in the nonpolar

residues are weak electric. So in fact even the nonpolar

residues would have electrostatic interaction with

charged residues.

2. Figure 6 shows the differences of the normalized con-

tact number (D(NT/L)), normalized contact energy

(D(ET/L)), averaged contact energy (DEav), and contact

density (DC.D.) between the thermophilic and meso-

philic proteins in each of the fifteen protein families,

respectively.

We can see from Figures 6a and 6b that most of the

thermophilic proteins have larger normalized contact

number and lower normalized contact energies than their

FIGURE 6 The differences of the normalized total contact number D(NT/L) (a) normalized total
contact energy D(ET/L), (b) averaged contact energy DEav, (c) and contact density DC.D., and (d)
between thermophilic and mesophilic proteins in each of the fifteen protein groups (the data are
from Table I).
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mesophilic counterparts (13 out of 15 proteins). This is

reasonable since it make the thermophilic proteins more

stable. This indicates that the normalized contact number

and energies are strongly correlated with the thermostabil-

ity of proteins and are good indices to be used to predict

the relative stability of two proteins in practice. This also

means that the contacts defined by all-atom potential are

more suitable to the description of protein stability. It is

different from other famous criterions, such as hydrogen

bonds, nonpolar surface area, and hydrophobic core and

ion pairs. All of them depend on the geometry of the pro-

tein directly, while ours involves the all-atom force field.

Although it is more complicated, it can effectively charac-

terize the residue–residues interactions.

3. Figure 7 shows that only one kind of contact correlates

strongly with temperature: the hydrophobic contact. In

13 of 15 groups thermophilic proteins have more hydro-

phobic contacts than their mesophilic counterparts.

Thus the hydrophobic interaction may be one of the

most important factors to determine the thermostability

of proteins. This is in agreement with other studies.5,6,23

Furthermore, we found that in most cases thermophilic

proteins also have more half-charged and charged con-

tacts and lower half-charged and charged contact ener-

gies than mesophilic proteins. This suggests that these

two kinds of contacts may be also important to the ther-

mostability of proteins. This is confirmed to the conclu-

sions of Tanner et al.43 They studied the determinants of

thermostability for GAPDH in the extreme thermophile

Thermus aquaticus, and found that the number of hydro-

gen bonds between charged side chains and neutral part-

ners can greatly enhanced the thermostability of proteins.

An exception is the thermophilic protein (1xyz) in the

10th family. It enhances its thermostability by greatly

increasing the number of polar contacts but not hydro-

phobic and charged-related contacts. However, we found

that the polar contacts have no significant correlation to

the thermal stability of proteins.

In conclusion, we proposed a new criterion to analyze the

thermostability of proteins: the contacts based on all-atom

force field. We find that almost all the thermophilic proteins

FIGURE 7 The differences of the normalized contact numbers D(N/L) and energies D(E/L) of
the four kinds of contacts between the thermophilic and mesophilic proteins in the fifteen protein
families (the data are from Table I).
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have larger normalized contact number and lower normal-

ized contact energies than their mesophilic counterparts.

This indicates a strong correlation of these two variables and

thermostability. It can be used in practice to predict the rela-

tive stability of two proteins.

To increase the thermostability of proteins, they need to

form more compact contact networks. There are two way to

do this. One is increasing contact number or contact density

and another is substituting weaker contacts with stronger ones.

It is generally accepted that the former is to increase the num-

ber of hydrophobic contacts and the latter is to replace weaker

contacts with charged ones. Our results confirm this but fur-

ther show that the half-charged contacts can play both roles:

increasing contact number and enhancing contact strength or

reduce contact energy. The charged residues exert their pro-

found influence not only by forming contacts with other

charged residues but also with polar or nonpolar residues, thus

further increasing the strength of contact network and thermo-

stability of proteins. Generally, whether increasing hydrophobic

contacts or not, increasing the number of charged-related con-

tacts (charged or/and half-charged contacts) is always an effi-

cient way to increase the thermostability of proteins. We expect

that our results will be helpful to understand the mechanism

of enhancing thermostability of proteins and furthermore, pre-

dict the thermostability of proteins.
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