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Abstract

Purpose – The traditional total variation (TV) models in wavelet domain use thresholding directly in
coefficients selection and show that Gibbs’ phenomenon exists. However, the nonzero coefficient index
set selected by hard thresholding techniques may not be the best choice to obtain the least oscillatory
reconstructions near edges. This paper aims to propose an image denoising method based on TV and
grey theory in the wavelet domain to solve the defect of traditional methods.
Design/methodology/approach – In this paper, the authors divide wavelet into two parts: low
frequency area and high frequency area; in different areas different methods are used. They apply
grey theory in wavelet coefficient selection. The new algorithm gives a new method of wavelet
coefficient selection, solves the nonzero coefficients sort, and achieves a good image denoising result
while reducing the phenomenon of ‘‘Gibbs.’’
Findings – The results show that the method proposed in this paper can distinguish between the
information of image and noise accurately and also reduce the Gibbs artifacts. From the comparisons,
the model proposed preserves the important information of the image very well and shows very good
performance.
Originality/value – The proposed image denoising model introducing grey relation analysis in the
wavelet coefficients selecting and modifying is original. The proposed model provides a viable tool to
engineers for processing the image.

Keywords Image processing, Mathematical modelling, Programming and algorithm theory

Paper type Research paper

1. Introduction
Image denoising is an important task for further process of images like segmentation,
feature, extraction, texture, analysis, etc. Image denoising refers to suppressing the noise
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www.emeraldinsight.com/0264-4401.htm
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while retaining the edges and other important structures as much as possible. In recent
years, the partial different equation (PDE) technique and wavelet transforms have been
intensively used in image process. The variation model based on PDE has been applied in
image process successfully; it maintains the image edge very well while smoothening the
noise. Another method wavelet transform is a novel multi-analysis method; it is an
effective tool of image denoising based on the character of focusing the detail of the image.

Total variation (TV) model and wavelet threshold are two kinds of effective methods. In
recent years, increasing number of scholars work on the combined area and proposed
some relational researches (Xu and Osher, 2005; Chan and Zhou, 2007; Bhoi and Meher,
2008; Feng and Yang, 2006; Starck et al., 2005; Vese and Osher, 2003). Xu and Osher (2005)
used the wavelet thresholding procedure on TV model; it brought a good image denoising
result with little signals loss while only considered the relationship on the thresholding
techniques and modified the thresholding method. Later, Chan and Zhou (2007) proposed a
TV wavelet thresholding procedure; this method reconstructed images through selecting
and modifying the retained wavelet coefficients. It had fewer oscillations near edges while
the noise was smoothed. The paper considered to select another index to have the same
given number of nonzero coefficients which returns less oscillatory, not to analyze the
character of coefficients in location directly. Bhoi and Meher (2008) proposed a method
which was combined by wavelet coefficients and the TV model. It selected the nonzero
wavelet coefficient index set by standard hard thresholding techniques, and then changes
their values so that the reconstructed images have a minimized TV norm. However, the
nonzero coefficients index set selected by hard thresholding techniques may not the best
choice to obtain the least oscillatory reconstructions near the edges. All this motivates us
to select and modify the nonzero wavelet coefficients in the thresholding procedure subject
to minimizing the TV norm of restored images.

In this work, we analyze the relationship between the TV and wavelet transform
and motivate by the defect of traditional methods. We aim to design a thresholding
procedure to select and modify the wavelet coefficients to achieve fewer edge artifacts
while retaining sharp edges. So, this paper contains some researches on the wavelet
coefficients inter-scale and intra-scale; and selects wavelet coefficients by using the
grey relational analysis. It proposes a better thresholding procedure when considering
the coefficients relationship both in scale and location. Several numerical experiments
demonstrate that the algorithm we proposed is able to access to the superior denoising
result and reduce the edge oscillations than traditional methods.

The rest of the paper is organized as follows: Section 2 introduces the basic
knowledge of the TV model. In section 3, we introduce the basic knowledge of wavelet
transform. In section 4 we present our new algorithm and show its steps. In section 5,
we discuss the parameters set in the experiment. In section 6, we discuss the results of
the experiment. The conclusions of this paper are presented in section 7.

2. TV model
In recent years, there have been a number of important models and methods about the
variational image regularization research issues. The most typical one is the TV
regularization model. It has been proposed by Rudin et al. (1992) also known as Rudin,
Osher, Fatime (ROF) model or TV model, which consists of minimizing the following
functional:

min
u

EðuÞ ¼
ð

� jruj dxdyþ �
2

ð
�ðu� uoÞ2dxdy ð1Þ
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where u0 2 L2ð�Þ is noisy image; u 2 L2ð�Þ;� � Rn has continuum boundary; ru
and jruj are image gradient and the gradient mode, respectively. The first item at right
of Equation (1) is the TV norm, which depends on the image range of variation; the
second is approximation function, which controls the differences of image u and noised
image u0. There is no specific definition of how to obtain the optimal point of balance.
Only through the changes in the Lagrange multiplier � to adjust the regularizing and
approximate parts; when � tends to zero, the regularizing function is objective
function, the image tends to a constant, the image is over-smooth so that the edge is
seriously blurred; when � tends to infinity, the image will be sharp oscillation.
Therefore, the choice of � cannot be too small or too large.

The solution is obtained by finding a steady state solution of a time dependent
partial differential equation, which is the evolution of the following Euler-Lagrange
equations:

uðx; y; tÞ ¼ div
ru

jruj

� �
þ �ðu0 � uÞ

uðx; y; 0Þ ¼ u0

8<
: ð2Þ

3. Wavelet transforms
3.1 Wavelet transform in image
The 2-D discrete wavelet transform is generated by 1-D discrete wavelet transform
(Chui, 1992a, b; Mallet, 1999). In the process, the image is decomposed into four sub-
images: LL, LH, HL, and HH. We further decompose the LL sub-image and can obtain
another four sub-images in next scale, we stop decomposing when it reaches the
wavelet scale we need. Figure 1 gives the image decomposed by wavelet in scale 3. LL
is the smooth part while HH, LH, HL are detail parts. The wavelet gives a good
expression to image denoising. By the analysis of coefficients after transform and the
proper reconstruction, it realizes the denoising process at the end.

3.2 The characters of wavelet coefficients in different areas
There are different statistical characters between image and noise. The image energy is
mainly in the low frequency area and the detailed area in the high frequency,

Figure 1.
The image decomposed

in different sub-band
with three scales

D
ow

nl
oa

de
d 

by
 N

A
N

T
O

N
G

 U
N

IV
E

R
SI

T
Y

 A
t 1

7:
02

 2
1 

Fe
br

ua
ry

 2
01

6 
(P

T
)

http://www.emeraldinsight.com/action/showImage?doi=10.1108/02644401011073692&iName=master.img-001.jpg&w=191&h=147


EC
27,7

866

corresponding to big value wavelet coefficients. The noise energy spreads around
almost everywhere and corresponds to the small value wavelet coefficients.

In traditional methods, a threshold value was set to distinguish which was useful. If
the wavelet coefficient was bigger than the threshold value, it would be an image signal,
while in case of the opposite it would be the noise and would be deleted. This was how
the traditional methods achieved the image denoising process. However, the noise is
dense on finest scale in wavelet. It is difficult to distinguish which wavelet coefficient
corresponds to the edge or the noise. Image can be divided into ‘‘smoothness area’’ and
‘‘edge area’’; ‘‘smoothness area’’ has small change on grey level and ‘‘edge area’’ has
dramatic change on grey level. But the noise in image fluctuates at random with small
range. So, the statistical of wavelet coefficients in these areas are obviously different.

Image can be divided into four parts by multi-scale wavelet decompose: low
frequency, horizontal direction, vertical direction, and diagonal direction. These wavelet
coefficients reflect the approximate contour image in low frequency and the details of
image in high frequency separately. So, all the wavelet coefficients are divided into low
frequency area and high frequency area. We analyze the character of wavelet coefficients
in different areas, choose different algorithm to process, overcome the traditional
thresholding algorithm disadvantage, and improve the algorithm more accurately.

4. New algorithm
4.1 The character of relation on wavelet coefficients
There are two kinds of relations of wavelet coefficients: intra-scale relation and inter-
scale relation. Intra-scale relation is in each direction while inter-scale relation is in each
scale. The image has strong relation while noise has little or no relation. In the
traditional method, wavelet shrinkage has been proposed. The shrinkage coefficients
are nonlinear, and the shrinkage process reduces the low value and maintains the high
value. The aim of algorithm is to reduce the value of wavelet coefficient which is
generated by noise and maintains the coefficient relation generated by the image.

In the wavelet transform (Mehdi and Hossein, 2009; Mencattini et al., 2008), there is no
obvious relation between the coefficients in the neighborhood, but the absolute and
square value of the coefficients present a Markov distribution. We model wavelet
coefficients of the image within sub-bands as a realization of a doubly stochastic process.
Specifically, the wavelet coefficients are assumed to be conditionally independent zero-
mean Gaussian random variables, given their variances. These variances are modeled as
identically distributed, highly correlated random variables. For estimation purposes, we
approximate wavelet coefficients as locally independent and identically distributed. The
variance of coefficients which comes from each direction in subbands has strong
relations. When the wavelet is decomposed, the range of wavelet coefficient changes as
the image Lipschitz exponent changes. When the noise Lipschitz exponent is smaller
than zero, the wavelet coefficients decrease while the scale increase; when the image edge
Lipschitz exponent is bigger than zero, the wavelet coefficients increase and the scale
increase. This character is useful in calculating the diffuse filter coefficients in wavelet
domain. Therefore, the wavelet coefficients can be analyzed in different scales by the
relationship of their absolute values.

In this paper, we use the character of inter-scale and intra-scale dependencies
between wavelet coefficients, and apply the grey theory (Deng, 1982, 1996; Hong et al.,
2006; Ma et al., 2004, 2005) into wavelet coefficient selection. The different characters of
coefficients in different areas distinguish the wavelet coefficients very well, and obtain
a perfect image denoising result.
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4.2 Noise detection based on grey relational analysis
Noise detection is the key step in image denoising, the grey of noise is the addition of
image grey and noise grey. When an image pixel is disturbed by noise, its grey value is
different from the coefficients in the neighborhood. However, the biggest grey value is
not always the noise pixel; in the noiseless image, smooth area or edge area also has the
extreme value. So, it is easy to make a mistake while considering this pixel as noise. To
our experience, if the pixel has little relation to coefficients in the neighborhood, the
pixel may be a noise; otherwise useful signals are expert to a single pixel.

There are many methods (Feng and Yan, 2006; Zhang et al., 2009; Ni et al., 2008) to
detect noise pixel, mainly by the statistic of coefficients in neighborhood, calculate the
mean value and deviation value of neighborhood grey and set a threshold value to detect
noise. Also, one should take the statistic maximum and minimum values in neighborhood
as a candidate of noise pixel and set a threshold value to improve the precision.

On the analysis above, in order to reduce the detection time and reduce the
possibility of leak and miss detection, we proposed a new method. The method is based
on the different decay speeds of image and noise in each scale, and analyzes the grey
relation of coefficients between different scales and locations. The method we proposed
can obtain the noise position accurately.

4.3 New algorithm model
Chan and Wong (1998) and Chan and Zhou (1998) used wavelet hard thresholding in
image denoising after the TV model process. Although the image denoising result is
improved, the Gibbs’ phenomenon is not reduced. The traditional TV model in the
wavelet domain uses thresholding directly in the selection of coefficients and lead the
Gibbs’ phenomenon exist. To overcome this defection, Chan and Zhou (2007) proposed
another model which improves the method of wavelet coefficients selection. The new
algorithm reduces the Gibbs’ phenomenon and improves the image denoising result. It
mentions that ‘‘selecting nonzero wavelet coefficients in the thresholding procedure,
location is also important’’ in Chan and Zhou (2007). Being enlightened by this, we
propose a new image denoising algorithm which succeeds in selecting of nonzero
wavelet coefficients with local relation.

In this paper, we divide the wavelet into two parts: low frequency area and high
frequency area, in different areas use the different methods. We apply grey theory in
wavelet coefficient selection. The new algorithm aims to give a new method of wavelet
coefficients selection, to solve the nonzero coefficients sort, and to achieve a good image
denoising result while reducing the phenomenon of Gibbs.

4.3.1 Different algorithm in different area. The observed noisy image f is polluted
by white Gaussian noise. The image model as:

~ff ¼ f þ " ð3Þ

where ~ff is noisy image. " is a sample of a zero-mean white Gaussian field of variance �2.
In this paper, we first decomposed the noisy image ~ff and obtained wavelet

coefficients cj;k, where j and k are decomposition scale and direction, respectively.
In the traditional method, the threshold is used to select wavelet coefficients by the

value of �:

M ¼ fc_j;k : jcj;kð ~ff Þj > �g ð4Þ
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However, the discontinuous points in an image may present the phenomenon of Gibbs.
To alleviate this phenomenon, Rudin et al. (1992) proposed a TV method. It is defined
as:

TV ð f Þ ¼ f
�
jrf jdx ð5Þ

In this paper, we use high frequency wavelet coefficients in expert finest scale
coefficients, and reconstruct other coefficients to gain a low frequency image f 0:

f 0 ¼W�1�Wð ~ff Þ ð6Þ

where � is defined as:

� :¼ fx : jxj 2 cj�1;kg ð7Þ

Low frequency image f 0 contains a little noise, so we use TV minimization to process and
obtain the image g. The reason we chose TV minimization is that it can suppress noise
effectively while retaining edges. This has been demonstrated in the literature, such as
Chan and Wong (1998), Chan and Zhou (1998) and Rudin (1992). In the high frequency,
we apply the grey relation theory to deal with the wavelet coefficients.

4.3.2 Grey relation theory in the scale of wavelet coefficients. We used the sub-scale
high frequency wavelet coefficients of image f 0 and image g to calculation the grey relation
of coefficients. cj�1;k and c0j�1;k are a sequence of sub-scale high frequency wavelet
coefficients in each image. So one can define the sequence of wavelet coefficients as:

cj�1;k :¼ fcj�1;kð1Þ; cj�1;kð2Þ; cj�1;kð3Þ; . . . ; cj�1;kðnÞg ð8Þ

c0j�1;k :¼ fc0j�1;kð1Þ; c0j�1;kð2Þ; c0j�1;kð3Þ; . . . ; c0j�1;kðnÞg ð9Þ

Then one obtains the initial value and difference value sequence. The initial value is
defined as:

cj�1;k ¼ cj�1;k=cj�1;kð1Þ ð10Þ

c0j�1;k ¼ c0j�1;k=c0j�1;kð1Þ ð11Þ

So the difference value sequence is:

�i ¼ fjc0j�1;nð1Þ � cj�1;nð1Þj; . . . jc0j�1;nðnÞ � cj�1;nðnÞjg ð12Þ

To use the difference value sequence of wavelet coefficients, we can define a grey relation
as �:

�ðnÞ ¼ ðminð�iÞ þ �maxð�iÞÞ=ð�iðnÞ þ �maxð�iÞÞ ð13Þ

where � is set as 0.5.
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So the total relation of two sequences of wavelet coefficients can be defined as follows:

� ¼ 1

n

Xn

j¼1

�nðjÞ ð14Þ

4.3.3 Grey relation theory in the location of the wavelet coefficient. We use the sub-scale
grey relation of wavelet coefficient to modify the finest wavelet coefficient. In the finest
area we apply the window of size 2 � 2 to analyze each coefficient c(m, n). Grey
relation of coefficients in each direction can be defined as:

�h ¼
cðm; n� 1Þ

cðm; n� 1Þ þ jcðm; nÞ � cðm; n� 1Þj ð15Þ

�v ¼
cðm� 1; nÞ

cðm� 1; nÞ þ jcðm� 1; nÞ � cðm; nÞj ð16Þ

�d ¼
cðm� 1; n� 1Þ

cðm� 1; n� 1Þ þ jcðm; nÞ � cðm� 1; n� 1Þj ð17Þ

where �h; �v; �d are the key values of the horizontal direction, vertical direction,
diagonal direction, respectively, in wavelet high frequency location.

Through the analysis above we can further recognize the relation between the
coefficients in the wavelet domain. We combine the inter-scale and intra-scale
dependencies to modify the wavelet coefficients between different scales and different
locations. This algorithm can capture dependencies between wavelet coefficients
deeply. To this full analysis, we can get a good result in divided wavelet coefficients.

4.3.4 Noise detection. Comparing with the grey relation of these wavelet coefficients,
we can distinguish the noise position from signal. So, we define a new select coefficient
method, defined as:

P�ð~ff hÞ ¼ W�1�cWð~ff hÞ ð18Þ

where,

�c :¼
k1cj;k; �min � ���
0; �max � ���
k2cj;k; others

8<
:

9=
; ð19Þ

�min ¼ minð�h; �v; �dÞ ð20Þ

�max ¼ maxð�h; �v; �dÞ ð21Þ

~ff h are the wavelet coefficients in finest scale. �min and �max are the minimum and
maximum of grey relational values in a neighborhood, respectively.
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In Equation (19), the first row is the texture of the image while the grey relation is
kept at a high level in each direction. The second row is the noise of the image while the
grey relation is at a low level in all directions. The last row is the edge or small texture
of the image while they have character of direction, and so the grey relation may
fluctuate in some direction. The parameter of k1 is set to 1 normally, and k2 is reduced
to zero while the noise of image is increased. From the experiment we find that the
value of k2 is in the region [0 1]. To reduce algorithm complexity, we it set to 0.5.

4.3.5 Obtain denoised image. In the analysis above we obtain the wavelet
coefficients in low area and high area, and also reconstruct these coefficients and
obtained a new denoised image.

4.4 New algorithm flow
The flow of the algorithm proposed in this paper is shown in Figure 2.

5. Parameter analyzing
Diffusion filter in the wavelet domain can avoid the phenomenon of subsection in
image. The image denoising result is related with wavelet basis and decomposing
scale. In the following part, we will discuss the influence on image denoising.

Figure 2.
Chart of algorithm flow
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5.1 The influence of decomposition of scale
In this paper, a large number of experiments prove whether the decomposition of scale
influences the image denoising result. In the experiment, we choose three kinds of
decomposing scales: [0], [0, 1], [0, 1, 3]. The image denoising result is shown in Table I.

Table I gives the influence of image denoising result on a different scale
decomposition. As the decomposition of scale increases, the image denoising result is
improved, and also the complexity of algorithm is increased. By considering all, we
choose [0, 1, 3] scale as our decomposition scale.

5.2 The influence of wavelet basis
The influence of wavelet basis on image denoising can be recognized as its filter banks
influence. So, we choose several normal kinds of filters to analyze whether it influences
the image denoising result. In the experiment, we use ‘‘Barbara’’ image with � ¼ 30
white Gaussian noise. Figure 3 gives the result of comparing result. The ‘‘black point’’
(in Figure 3) represents the five filter banks we mentioned in this paper. The five filter
banks left to right are ‘‘9-7,’’ ‘‘v9-7,’’ ‘‘5-3,’’ ‘‘Burt,’’ and ‘‘pkva.’’ The experiment results
show that the filter banks have little influence on algorithm in this paper. Hence, we
have chosen ‘‘9-7’’ and ‘‘pkva’’ filter banks as they are better than others.

6. Experimental results and performance evaluation
In this paper, we first decompose image into two parts: low frequency area and high
frequency area. In the low frequency area, we use the TV minimization to deal with the

Table I.
The influence of

different scale
decompose

� 20 30 40 50

Scale [1] WHT 23.8 20.7 18.1 15.8
TVHD 27.3 25.5 24.5 23.7

Scale [0,1] WHT 24.7 22.2 20.3 19.4
TVHD 27.4 25.6 24.6 23.8

Scale [0,1,3] WHT 24.7 22.2 20.5 19.4
TVHD 27.5 25.7 24.6 23.8

Note: WHT: wavelet hard thresholding

Figure 3.
Influence of algorithm

on different filters
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low frequency coefficients and obtain a new low frequency image. The new low
frequency image keeps the information of the original, and also restrains the noise in
image.

6.1 Experiment analysis in low frequency area
There is a little noise in the low frequency area. The noise can be retained by TV
algorithm. Figure 4 gives the result of the low-frequency area processed by the TV
model. The residual image contains little edge information. This is caused by the leak
directions in wavelet transform and the mean value in area can’t be maintained when
the wavelet coefficients are small. In the analysis of low frequency area, we conclude
the drawback of algorithm. In this paper, we introduce the grey relation theory to our
algorithm, and solve this phenomenon.

6.2 Experimental analysis on our proposed method
In this paper, we use a large number of tests in several kinds of image denoising
algorithm. Figure 5 gives some of the images for test. In order to prove our algorithm is

Figure 4.
Low frequency area
processing result
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superior to that of others, we use the peak signal to noise ratio (PSNR) as a comparison
criterion. The value of PSNR can express the result of image, the big value of PSNR
means that the image is in good condition:

PSNR ¼ �10� log 10ðð f � fdÞ2=ðM � NÞÞ ð22Þ

where M � N is the size of image, f and fd are the original and filtered images,
respectively.

The experiment compares two kinds of image denoising results. Figure 6 gives the
different noise of standard deviation denoising result under different types of images.
We show three images: ‘‘cameraman,’’ ‘‘Barbara,’’ and ‘‘baboon’’ (in Figure 6). The
‘‘circle’’ mark line is the expression of the algorithm TV hard thresholding (TVHD)

Figure 5.
Test images

Figure 6.
Comparison with

two algorithms
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proposed in Chan and Zhou (2000, 2007) and the ‘‘star’’ mark line is the algorithm we

proposed. Our proposed method is superior in denoising result.

In Figure 7, we show the ‘‘peppers’’ image denoising result:

Figure 7.
Image denoising based
on different algorithms
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. original image;

. noisy image;

. denoised image on TVHD;

. denoised image by our algorithm proposed in this paper;

. the residual part in algorithm on TVHD; and

. the residual part in proposed algorithm.

Moreover, it is seen that some cartoon and texture parts are still present in the residual
part (in Figure 7(e)). By the comparing experiment, we can see that our the algorithm
based on grey relational analysis can obtain successful results. More precisely, we give
the quantitative description of the performance of the two methods. We utilize the
structural similarity proposed by Wang and Bovik (2002) to evaluate the structural
information quality based on the two methods. Then, the structural similarities
between the several methods denoised images and the standard ‘‘Peppers’’ test image
are calculated. The results are shown in Figure 8. From the curves (in Figure 8), we can
see that the denoised image on our method is more similar to the original image than
the TVHD model and wavelet hard thresholding. Hence, it can be concluded that the
algorithm we proposed can maintain the image edge and obtain perfect results in
vision.

7. Conclusions
In this paper, in the analysis of the traditional TV model image denoising in the
wavelet domain we propose an improved algorithm based on grey relation theory. The
new algorithm can select and locate noise coefficients in good condition. In this paper,
we decomposed image into two parts: low frequency area and high frequency area, and
analyze the wavelet coefficients by different methods. The new algorithm can improve
image denoising result and reduce the phenomenon of Gibbs in image.

Figure 8.
The structural similarities

between the denoised
image and the

standard image
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