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Multiantenna-Assisted Spectrum Sensing
for Cognitive Radio

Pu Wang, Student Member, IEEE, Jun Fang, Member, IEEE, Ning Han, Student Member, IEEE, and
Hongbin Li, Senior Member, IEEE

Abstract—In this paper, we consider the problem of detecting
a primary user in a cognitive radio network by employing mul-
tiple antennas at the cognitive receiver. In vehicular applications,
cognitive radios typically transit regions with differing densities
of primary users. Therefore, speed of detection is key, and so,
detection based on a small number of samples is particularly ad-
vantageous for vehicular applications. Assuming no prior knowl-
edge of the primary user’s signaling scheme, the channels between
the primary user and the cognitive user, and the variance of the
noise seen at the cognitive user, a generalized likelihood ratio test
(GLRT) is developed to detect the presence/absence of the primary
user. Asymptotic performance analysis for the proposed GLRT is
also presented. A performance comparison between the proposed
GLRT and other existing methods, such as the energy detector (ED)
and several eigenvalue-based methods under the condition of
unknown or inaccurately known noise variance, is provided. Our
results show that the proposed GLRT exhibits better performance
than other existing techniques, particularly when the number of
samples is small, which is particularly critical in vehicular
applications.

Index Terms—Cognitive radio (CR), generalized likelihood
ratio test (GLRT), spectrum sensing.

I. INTRODUCTION

R ECENTLY, there has been a dramatic increase in the de-
mand for a radio spectrum, primarily due to the evolution

of various wireless networks driven by the increasing needs of
consumers in wireless services. The inflexibility of traditional
spectrum-management approaches also causes the scarcity of
the radio spectrum. The frequency bands are exclusively li-
censed to systems, and their users have to operate within an
allocated frequency band. However, only a small portion of the
spectrum is used in the U.S. at any given time/location: The
current utilization of a licensed spectrum varies from 15% to
85% [1].

Motivated by the demand for the radio spectrum, the con-
cept of opportunistic spectrum access has attracted significant
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attention over the past few years. Opportunistic spectrum ac-
cess allows secondary users share the spectrum with licensed
users (also called primary users) without causing harmful in-
terference. Cognitive radio (CR), which was first proposed by
Mitola [2], [3], is considered to be a promising technology for
implementing opportunistic spectrum access. A CR system is
an intelligent wireless communication system that is aware of
its surrounding environment, learns from the environment, and
adapts its operating parameters in real time [4]. One funda-
mental requirement of this system is the ability to identify the
white space in the spectrum of interest by the secondary users.
Therefore, spectrum sensing should be periodically performed
to efficiently recognize the operation of primary user systems
and other CR systems [5]–[7].

Generally, spectrum-sensing methods include matched filter
detection [8]–[11], energy detection [12]–[15], and cyclosta-
tionary feature detection [16]–[18]. Each of them has its ad-
vantages and disadvantages. Cyclostationary detection needs
to know the cyclic frequencies of the primary signal, which
may not be available to the secondary users in practice. Also,
it has high computational complexity. Matched filter-based de-
tection is considered to be an optimal signal-detection method.
However, it requires a priori knowledge of the primary user,
e.g., modulation type, pulse shaping, and synchronization of
timing and carrier. Moreover, for the matched filter detection,
the CR will need a dedicated receiver for every primary user,
which makes it difficult for practical implementation [19]. As
compared with the above two categories of approaches, energy
detection requires no information of the primary signal and is
robust to the unknown channels. This makes it a very desirable
spectrum-sensing technique for the CR.

The problem with the energy detector (ED), however, is that
it requires the knowledge of the noise variance to correctly set
the test threshold to meet a selected false-alarm probability.
In practice, the noise variance has to be estimated by some
estimation procedure, which is subject to various errors that
are introduced by the detection device and environment, e.g.,
temperature, humidity, device aging, radio interference, etc. It
has been found that the ED is fairly sensitive to the accuracy of
the estimated noise variance [20]. To circumvent this difficulty,
without estimating the noise variance, [21] proposed a method
that involves a multiantenna receiver. The method is referred to
as the maximum-to-minimum ratio eigenvalue (MME) detector,
which employs the ratio of the maximum eigenvalue to the
minimum eigenvalue of the covariance matrix of the received
signal. The performance is evaluated by resorting to the random
matrix theory, and the threshold for detection is given in a
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closed form. By treating the noise variance or the covariance
matrix of the received signal as unknown, [22] developed a
new detector under the generalized likelihood ratio test (GLRT)
framework. The test statistic is the arithmetic-to-geometric
mean (AGM) of the eigenvalues of the estimated covariance
matrix, and hence, the detector is referred to as the AGM
detector. The authors also showed that, under the condition that
the signal subspace is rank 1, the AGM detector reduces to
the previous MME detector. Even though it is effective, these
works [21], [22] did not fully exploit the signal structure that is
inherent in the received signal. This, to some extent, degrades
their detection performance.

In this paper, we consider the scenario where multiple re-
ceiver antennas are used, and there is only one primary signal
to be detected. In this case, the signal covariance matrix can be
modeled as a rank 1 matrix that is an outer product of the chan-
nel vector and its Hermitian (assuming that the primary user has
only one transmitter). By exploiting this inherent signal struc-
ture, we develop a new GLRT detector. The proposed detector
requires no prior knowledge of the transmitted signal, the wire-
less channel from the primary transmitter to the CR receiver,
and the noise variance. The test statistic of the proposed detec-
tor admits a simple form that is given by the ratio of the largest
eigenvalue to the sum of eigenvalues of the sample covariance
matrix of the received signal. By fully exploiting the signal
structure, our detector is able to achieve better performance than
other existing methods when the noise variance is unknown.
Numerical results are provided to show the effectiveness of
our proposed detector.

The rest of this paper is organized as follows. In Section II,
the signal model and prior solutions are briefly reviewed.
Our GLRT-based spectrum sensing is presented in Section III,
along with the underlying maximum-likelihood (ML) estimator
for the unknown parameters and the asymptotic performance
analysis. Performance of the multichannel ED is provided in
Section IV. Numerical results are provided to evaluate the
performance of our GLRT-based spectrum-sensing technique in
Section V. Conclusions are drawn in Section VI. Mathematical
derivations are mostly contained in Appendixes I–IV.

II. SIGNAL MODEL AND PRIOR SOLUTIONS

As in [21] and [22], we consider the scenario where multiple
antennas are employed by the secondary user to detect the pri-
mary signal. The spectrum sensing problem can be formulated
as the following binary hypothesis test:

H0 : x(n) =w(n), n = 0, . . . , N − 1

H1 : x(n) = s(n) + w(n), n = 0, . . . , N − 1 (1)

where x(n) denotes the M × 1 baseband equivalent of the nth
sample of the received signal, s(n) is the nth sample of the
primary signal seen at the multiantenna receiver, and w(n) is
assumed complex Gaussian noise that is independent of s(n)
with unknown noise variance σ2

w, i.e., w(n) ∼ CN (0, σ2
wIM ).

The multichannel signal s(n) can be expressed as s(n) =

hd(n), where a frequency nonselective fading channel is as-
sumed, h denotes the M × 1 channel coefficient, and d(n)
denotes the symbols that are transmitted by the primary user.
Since the primary users’ symbols are unknown, it is customary
to assume that s is circularly symmetric Gaussian-distributed
with zero mean and covariance matrix Rs = hhH [assuming,
without loss of generality, that d(n) has unit energy] [22]. The
assumption is typically used only for the derivation (not testing)
of spectral sensing algorithms.

A. ED

The ED is a popular choice for spectrum sensing for CR
applications. Urkowitz’s [12] classical single-channel ED can
easily be extended to the multichannel case, which takes the
following form:

TED =
N−1∑
n=0

‖x(n)‖2
H1

≷
H0

γED (2)

where ‖ · ‖ denotes the standard vector norm, and the threshold
γED can be determined from a given probability of false alarm.
Since the distribution of TED under H0 depends on the noise
variance σ2

w, the threshold should be selected with the knowl-
edge of σ2

w.
However, in practice, the noise variance is usually unknown.

As a result, the ED has to select the threshold by replacing the
noise variance by its estimate. Let the estimated noise variance
be σ̂2

w = ησ2
w, where η reflects on how accurate the estimate is.

The noise uncertainty factor can be defined as B = 10 log10 η
in a deterministic way. The use of the constant factor B is
based on the assumption that the noise is stationary and ergodic,
which is usually valid when the observation time that is used for
energy detection is short. Therefore, the ED with B-dB noise
uncertainty is

TED-U =
N−1∑
n=0

‖x(n)‖2
H1

≷
H0

γED-U (3)

where the notation “ED-U” stands for the ED with uncertainty
in noise power, and γED-U is determined by using the estimated
noise variance to meet a given probability of false alarm. In
the single-channel case, it has been shown in several studies
[20]–[22] that the performance of the single-channel ED sig-
nificantly degrades, even with a small amount of noise uncer-
tainty. An examination of the performance of the multichannel
EDs of (2) and (3) is included in Section IV, and the results
also show that the multichannel ED is sensitive to the noise
uncertainty.

B. AGM Detector

The above ED is equivalent to the estimator–correlator un-
der the condition that the primary signals are white Gaussian
[22], [23]. In [22], the primary user signal is modeled as col-
ored Gaussian with unknown covariance matrix Rs. A GLRT
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procedure is applied to the problem, which finds an unstruc-
tured estimate of Rx, which is equivalent to Rs + σ2

wI under
H1 and σ2 under H0. The resulting detector computes the AGM
of the eigenvalues of a sample covariance matrix and compares
it with a threshold

TAGM =

1
M

M∑
m=1

λ̂m(
M∏

m=1
λ̂m

)1/M

H1

≷
H0

γAGM (4)

where γAGM is a threshold determined from a given probability
of false alarm, and λm is the mth largest eigenvalue of the
following sample covariance matrix:

R̂x =
1
N

XXH (5)

where X = [x(0),x(1), . . . ,x(N − 1)]. Compared with the
multichannel ED with inaccurate knowledge of the noise
variance, the AGM detector is found to obtain improved
spectrum-sensing performance when the noise variance is
unknown.

C. MME Detector

For the case when the signal subspace is rank 1, [22] presents
a two-step approach: First, it develops a GLRT scheme by
assuming that the noise variance is known, and then, it replaces
the noise variance of the GLRT by the smallest eigenvalue
γ̂M of the sample covariance matrix. The resulting detector
computes the ratio of the maximum to the minimum ratio
eigenvalues of the sample covariance matrix and is compared
with a threshold

TMME =
λ̂1

λ̂M

H1

≷
H0

γMME (6)

where γMME is a threshold for a probability of false alarm.
Without knowledge of the noise variance, the MME detector
is shown to outperform the multichannel ED with noise un-
certainty. This approach, however, does not fully exploit the
inherent signal structure, i.e., the rank 1 property of the signal
covariance matrix, and, consequently, degrades its detection
performance.

III. GENERALIZED LIKELIHOOD RATIO TEST FOR

SPECTRUM SENSING

Here, a GLRT is developed by exploiting the inherent signal
structure and treating the noise variance as an unknown parame-
ter. ML parameter estimation underlying the GLRT scheme is
also examined. The general form of the GLRT for the problem
of interest can be written as

TGLR =
max
h,σ2

w

p
(
X |H1,h, σ2

w

)
max
σ2

w

p (X |H0, σ2
w)

(7)

where p(X |H1,h, σ2
w) and p(X |H0, σ

2
w) denote the likeli-

hood functions under H1 and H0, respectively, i.e.,

p
(
X |H0, σ

2
w

)
=

N−1∏
n=0

1
πMσ2M

w

exp
[
−xH(n)x(n)

σ2
w

]
(8)

p
(
X |H1,h, σ2

w

)
=

N−1∏
n=0

1
πM
∣∣hhH + σ2

wI
∣∣

× exp
[
−xH(n)

(
hhH + σ2

wI
)−1

x(n)
]
.

(9)

A. ML Estimation Under H1 and H0

The GLRT requires the ML estimates of unknown param-
eters under both hypotheses. To this end, the ML estimates
of unknown parameters are developed and summarized in the
following proposition.

Proposition: Given the signal model in (1), the ML estimates
of unknown parameters h and σ2

w under H1 and σ2
w under H0

are given as

ĥML =

(
λ̂1 −

1
M − 1

M∑
m=2

λ̂m

)1/2

Ux[:, 1] (10)

σ̂2
w,H1

=
1

M − 1

M∑
m=2

λ̂m (11)

σ̂2
w,H0

=
1
M

M∑
m=1

λ̂m (12)

where ĥML is the ML estimate of h with an unknown ambigu-
ous phase term, i.e., h exp{jφ}, Ux is obtained by carrying out
the eigenvalue decomposition (EVD) of the sample covariance
matrix, i.e., R̂x = UxDxUH

x , and the diagonal elements of
Dx = diag[λ̂1, . . . , λ̂M ] are in a descending order.

Proof: See Appendix I. �
It is shown that the vector ĥML is the product between

the eigenvector associated with the largest eigenvalue and the
difference between the largest eigenvalue and the mean of the
remaining M − 1 eigenvalues; the ambiguous phase term in
ĥML is standard in blind estimation (the cognitive receiver has
no prior knowledge of the transmitted signal of the primary
user), although it has no impact on our GLRT, which is a
noncoherent detector; the ML estimate of the noise variance
under H1 is the mean of the smallest M − 1 eigenvalues of the
sample covariance matrix; and the ML estimate of the noise
variance under H0 is the mean of the M eigenvalues of the
sample covariance matrix.

B. GLRT Test Statistic

With the ML estimates of unknown parameters under both
hypotheses, the GLRT can be obtained as

TGLR =
λ̂1

M∑
m=1

λ̂m

H1

≷
H0

γGLR (13)
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where γGLR is a threshold determined from a given probability
of false alarm. The derivation of the GLRT statistic is detailed
in Appendix II. From (13), it is shown that the final GLRT
statistic is a ratio of the largest eigenvalue to the sum of
eigenvalues of the sample covariance matrix. It is shown that
the proposed GLRT requires no a priori knowledge of the noise
variance and, therefore, is more robust to the noise uncertainty
than the multichannel ED. Compared with the AGM detector
(6), the proposed GLRT estimates the noise variance by using
eigenvalues that are associated with the noise subspace and,
hence, is more robust.

The underlying assumption of the signal model in Section II
is that the channel vector remains fixed over the observation
interval. In real applications, the channel may experience some
time-varying fading. The proposed detector can be adaptively
implemented to provide some resistance, as long as the channel
variation over the observation window (of N samples) is small.
The idea is to compute a time-varying covariance matrix as
follows:

R̂x(t)=R̂x(t−1)+N−1
[
x(t)xH(t)−x(t−N)xH(t−N)

]
.

(14)

In essence, the above equation forms a time-varying covariance
matrix estimate by using a sliding window of duration N
samples. Each time a new observation x(t) becomes available,
it is used to replace the oldest observation x(t − N) in updating
the covariance matrix and the corresponding eigenvalues. This
allows the GLRT detector to be updated on a sample-by-
sample basis. Such an adaptive implementation, which pro-
vides some tracking capability to a slowly time-varying fading
channel, has been widely used for time-varying channel es-
timation (see, e.g., [24] for additional details and numerical
results).

C. Asymptotic Performance of the GLRT

As shown in Appendix III, i.e., the asymptotic performance
of the GLRT, the asymptotic distribution of the log-GLRT
statistic in (39) is given by

Tlog -GLR
a∼
{

χ2
2M−1, under H0

χ
′2
2M−1(λ), under H1

(15)

where χ2
2M−1 denotes the central chi-square distribution with

2M − 1 degrees of freedom and χ
′2
2M−1(λ) the noncentral

chi-square distribution with 2M − 1 degrees of freedom and
noncentrality parameter λ given by

λ =
N(M − 1)(hHh)2

Mσ4
w

. (16)

Using the above result, we can write the asymptotic detection
and false-alarm probabilities as

Pd = QM−0.5(
√

λ,
√

γGLR) (17)

Pf =
Γ̄(M − 0.5, γGLR)

Γ(M − 0.5)
(18)

where Qm(a, b) is the generalized Marcum-Q function, Γ̄(·, ·)
is the lower incomplete Gamma function, and Γ(·) denotes the
Gamma function [25].

IV. PERFORMANCE OF MULTICHANNEL

ENERGY DETECTION

For comparison purposes, the performance of the multichan-
nel EDs, i.e., (2) and (3), is examined by calculating both
probabilities of detection and false alarm. Appendix IV includes
the details of the derivation, and the results are summarized
below.

Multichannel ED Without Noise Uncertainty [See (2)]: By
assuming perfect knowledge of the noise variance, probabilities
of detection and false alarm for the multichannel ED (2) are
expressed in closed forms as

Pf =
Γ̄
(
MN, γ/σ2

w

)
Γ(MN)

(19)

Pd = QMN

(√
2ρ,

√
2γ

σ2
w

)
. (20)

Multichannel ED With Noise Uncertainty [See (3)]: Under
the condition that the noise variance is unknown, probabilities
of detection and false alarm for the multichannel ED with noise
uncertainty (3) are shown as

Pf =
Γ̄
(
MN, γ

/ (
ησ2

w

))
Γ(MN)

(21)

Pd = QMN

(√
2ρ,

√
2γ

σ2
w

)
. (22)

With the above probabilities of detection and false alarm,
we can examine the sensitivity of the multichannel ED to the
noise uncertainty, i.e., η (equivalently, the noise uncertainty
factor B in decibels), via the receiver operating characteristic
(ROC). Fig. 1 shows the ROC curves of the multichannel EDs
with a number of noise uncertainties. When Pf = 0.01, SNR =
−1 dB, M = 4, and N = 4, it is shown that the performance
loss is about 0.2 and 0.4 in Pd with 0.5- and 1-dB noise uncer-
tainties, respectively, with respect to that of the multichannel
ED with accurate noise variance.

V. NUMERICAL EXAMPLES

Here, we present simulation results to illustrate the per-
formance of the proposed detection techniques and compare
them with other existing techniques. Throughout this section,
we assume that the secondary receiver has M = 4 antennas,
whereas the transmitter has only one transmit antenna sending
independent binary phase shift keying signals. In this case, the
covariance matrix for the receiving signal is rank 1. Moreover,
independent Rayleigh fading channels are simulated between
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Fig. 1. ROC curves for multichannel energy detectors (2) and (3) when
M = 4, N = 4, and SNR = −1 dB.

Fig. 2. Probability of detection versus SNR when Pfa = 0.01, M = 4,
and N = 4.

transmit–receiver antenna pairs. The probability of false alarm
is fixed to 0.01.

Various cases of N (the number of samples) are considered
from Figs. 2–4. In each case, the ED [see (2)], the ED-U [see
(3); denoted as the ED-U (x dB), where the noise uncertainty
factor x is shown in the figures], the AGM detector, and the
MME detector are simulated for performance comparison with
respect to the proposed GLRT. Note that the ED assumes
perfect knowledge of the noise variance and, therefore, can-
not be used in practice but offers a baseline for comparison.
Moreover, we would use a large noise uncertainty factor B =
3 dB when the number of samples is small, e.g., N = 4 and
N = 8, while choosing B = 1 dB and B = 0.5 dB when N is
large.

From Figs. 2–4, a number of observations are made as
follows.

• The proposed GLRT provides better performance than the
ED-U, the AGM detector, and the MME detector for all
cases of N . When N is small, our GLRT provides much
better performance than the AGM detector and the MME

Fig. 3. Probability of detection versus SNR when Pfa = 0.01, M = 4,
and N = 8.

Fig. 4. Probability of detection versus SNR when Pfa = 0.01, M = 4,
and N = 100.

detector. For example, when N = 4 and the probability
of detection is 0.6, the performance gain of the GLRT is
about 5 dB and more than 15 dB for the AGM and MME
detectors.

• When the number of samples is small, the performance
of the GLRT is generally worse than that of the ED. The
performance gap is about 4 dB at N = 4 and about 2 dB at
N = 8. When N is large, our results show that our GLRT
can provide better performance than the ED at a high SNR.

• More samples are helpful to improve the detection perfor-
mance for all detectors. This is due to the more accurate
estimate of the covariance matrix with more samples.
When N = 100, the GLRT, the ED, the AGM detector,
and the MME detector all perform well. Specifically, our
GLRT provides a marginal performance gain of about 0.5
and 0.7 dB over the AGM and the MME, respectively,
when the probability of detection is 0.6.

Fig. 5 compares the detection performance of the GLRT for
various values of N . It is seen again that the performance of the
GLRT benefits from more samples. It is noted that the amounts

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on May 20,2010 at 16:08:44 UTC from IEEE Xplore.  Restrictions apply. 



1796 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 59, NO. 4, MAY 2010

Fig. 5. Probability of detection versus SNR for different values of N when
Pfa = 0.01 and M = 4.

Fig. 6. Comparison between the asymptotic and simulated performance for
the proposed GLRT.

of performance improvement from N = 4 to N = 8 and from
N = 500 to N = 2000 are both about 3 dB, which suggests that
the performance of the GLRT improves fast when N is small.
Comparison between the asymptotic performance of detection
and simulated results is shown in Fig. 6. The results show that
the asymptotic results provide close prediction of the detection
performance of the GLRT, particularly when the number of
samples is large.

VI. CONCLUSION

A GLRT for spectrum sensing for CR applications has
been proposed by exploiting the signal structure to either re-
duce the number of samples that are required to obtain good
performance or improve the performance obtainable from a
fixed number of samples. The underlying ML estimates of the
GLRT scheme have been developed and expressed in closed
forms, supporting the type of real-time implementation that is
needed for vehicular applications. The asymptotic performance
of the proposed GLRT has also been derived. Simulation results

verify that the proposed GLRT produces better performance
than the multichannel ED, the AGM detector, and the MME
detector, particularly in the case of limited samples, which is
a crucial enabler for rapid adaptation that is needed in future
vehicular applications. Moreover, closed-form expressions for
the detection performance of the multichannel ED have been
derived for performance comparison. Our future plan is to
develop GLRT spectrum sensing for a general rank-K case,
where 1 ≤ K ≤ M , and to characterize algorithm performance
in dynamic random processes of vehicular applications in urban
settings with challenging vehicular-application spectra such as
the New York City area, where this research is being conducted.

APPENDIX I
MAXIMUM-LIKELIHOOD ESTIMATES UNDER H0 AND H1

A. ML Estimate Under H0

Under H0, σ2
w is the only unknown parameter. The ML

estimate of σ2
w can be obtained by taking the derivative of (8)

with respect to σ2
w and equaling to zero, which is given as

σ̂2
w,H0

=
1
M

M∑
m=1

λ̂m (23)

where we use the fact that
∑M

m=1 λ̂m = tr{R̂x}.

B. ML Estimate Under H1

Under H1, there are two unknown parameters, i.e., h and the
noise variance σ2

w. From (9), the log-likelihood function under
H1 is given as

ln p
(
X |H1,h, σ2

w

)
= −MN ln(π) − N ln

∣∣hhH + σ2
wI
∣∣

− tr
{
XH

(
hhH + σ2

wI
)−1

X
}

. (24)

Maximizing (24) is equivalent to the following minimization:

min
h,σ2

w

N ln
∣∣hhH + σ2

wI
∣∣+ N tr

{
1
N

XH
(
hhH + σ2

wI
)−1

X
}

.

(25)

By expressing h as a product of a real scalar α and a normalized
vector h̄, i.e., h = αh̄ with h̄H h̄ = 1, we have∣∣hhH + σ2

wI
∣∣ = (α2 + σ2

w

)
σ2(M−1)

w (26)

tr
{

1
N

XH
(
hhH + σ2

wI
)−1

X
}

(a)
=

tr(XHX)
Nσ2

w

− σ−4
w

α−2 + σ−2
w

1
N

tr{h̄HXXH h̄}

(27)

where (a) follows from the Woodbury identity [26]. As a
result, the ML estimate of h̄ is the solution of the following
constrained optimization:

max
h̄

1
N

tr{h̄HXXH h̄} s.t. h̄H h̄ = 1 (28)
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which leads to

h̄ML = Ux[:, 1] (29)

where Ux is obtained by carrying out the EVD of the sample
covariance matrix, i.e., R̂x = XXH/N = UxDxUH

x , and the
diagonal elements of Dx are in a descending order. In other
words, the ML estimate of h̄ is the eigenvector of the R̂x

associated with the largest eigenvalue.
Substituting the above h̄ML back into (25), the ML estimate

of α can be obtained by solving

min
α

ln
(
α2 + σ2

w

)
− λ̂1

σ2
w

α2

α2 + σ2
w

. (30)

Let β = α2 + σ2
w. Then, (30) is re-expressed as

min
β

ln β − λ̂1

σ2
w

(
1 − σ2

w

β

)
. (31)

The above optimization can be solved by setting its first deriva-
tive to be zero, i.e.,

β = λ̂1 (32)

and consequently, α2 is solved as

α2
ML = λ̂1 − σ2

w. (33)

We now have successfully found the ML estimates of {α, h̄}
given a fixed noise variance σ2

w. It is shown that αML is
dependent on the noise variance σ2

w, while h̄ML is independent
of σ2

w. By substituting the optimum solution {αML, h̄ML} back
into (25), the objective function becomes

N

2
ln
(
σ2(M−1)

w

(
α2

ML + σ2
w

))

+
1
2
tr
{
XH

(
α2

MLh̄MLh̄H
ML + σ2

wI
)−1

X
}

(a)
=

N(M − 1)
2

ln σ2
w +

N

2
ln
(
α2

ML + σ2
w

)

+
N

M∑
m=1

λ̂m

2σ2
w

− Nλ̂1

2σ2
w

α2
ML

α2
ML + σ2

w

=
N(M − 1)

2
ln σ2

w +
N

M∑
m=1

λ̂m

2σ2
w

− Nλ̂1

2σ2
w

+
N

2
ln

(
λ̂1

N

)
+

N

2
(34)

where (a) comes from (27), and h̄H
MLXXH h̄ML = λ̂1. There-

fore, the optimum σ2
w can be determined from the following

optimization:

min
σ2

w

N(M − 1)
2

ln σ2
w +

N
M∑

m=1
λ̂m

2σ2
w

− Nλ̂1

2σ2
w

(35)

which can be easily solved as

σ̂2
w,H1

=
1

M − 1

M∑
m=2

λ̂m. (36)

APPENDIX II
DERIVATION OF THE GLRT

By substituting the ML estimates, i.e., (23), (29), (33), and
(36), under both hypotheses back into (8) and (9) and with
the help of (26) and (34), the log-likelihood function can be
simplified to

ln p
(
X |H0, σ̂

2
w,H0

)

= −MN

2
[ln(2π)+ 1] − MN

2
ln

(
1
M

M∑
m=1

λ̂m

)
(37)

ln p
(
X |H1, σ̂

2
w,H1

, ĥML

)

= −MN

2
[ln(2π)+ 1] − N(M − 1)

2
ln

(
1

M − 1

M∑
m=2

λ̂m

)

− N

2
ln(λ̂1). (38)

Ignoring some constant terms, the log-GLRT statistic is equiv-
alent to

Tlog -GLR = MN ln

(
1
M

M∑
m=1

λ̂m

)
− N ln(λ̂1)

− (M − 1)N ln

(
1

M − 1

M∑
m=2

λ̂m

)
(39)

which can be further simplified to

TGLR ∝ 1

λ̂1
M∑

m=1

λ̂m

⎛
⎜⎜⎝1 − λ̂1

M∑
m=1

λ̂m

⎞
⎟⎟⎠

M−1
. (40)

Note that

1
M

≤ λ̂1

M∑
m=1

λ̂m

≤ 1 (41)

and the function f(x) = 1/x(1 − x)M−1 is monotonically in-
creasing over x ∈ (1/M, 1). As a result, the GLRT statistic
reduces to

GLR =
λ̂1

M∑
m=1

λ̂m

. (42)

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on May 20,2010 at 16:08:44 UTC from IEEE Xplore.  Restrictions apply. 



1798 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 59, NO. 4, MAY 2010

APPENDIX III
ASYMPTOTIC PERFORMANCE OF THE GLRT

The signal covariance matrix can be rewritten as Rs =
ξh̄h̄H , where ξ is a positive real number, and h̄ is a unit-one
complex vector such that h̄H h̄ = 1. Note that solutions h̄ and
h̄ejφ yield the same noise-free data, where ejφ is an additional
phase term. As a result, the problem is not identifiable in
the sense that the unknown parameters cannot be uniquely
determined from noise-free data. To eliminate the “phase am-
biguity,” we put an additional constraint on the normalized
complex vector by assuming

h̄ =
[

ϑ

h̄M−1

]
(43)

where ϑ is a real number that is less than 1. In other words,
the first element of the normalized vector h̄ is fixed to a real
number.

Following this, the detection problem can be parameter-
ized as

H0 : θr =θr0 ,θs

H1 : θr =θr1 ,θs (44)

where θr1 = [ξ, vec{Re(h̄M−1)}, vec{Im(h̄M−1)}]T , θs =
σ2

w, and θr0 = 02M−1. Note that ϑ can be uniquely determined
if h̄M−1 is determined due to ϑ2 + h̄H

M−1h̄M−1 = 1. In total,
there are 2M − 1 unknown signal parameters and one unknown
nuisance parameter.

From the above formulation, the asymptotic distribution of
the GLRT statistic is [9]

TGLRT
a∼
{

χ2
2M−1, under H0

χ
′2
2M−1(λ), under H1

(45)

where the noncentrality parameter λ is given by

λ=(θr1−θr0)
T
([

I−1 (θr0 ,θs)
]
θr,θr

)−1

(θr1−θr0) . (46)

In the following, the noncentrality parameter λ is derived in
closed form.

A. Fisher Information Matrix

The elements of the Fisher information matrix can be calcu-
lated as second derivatives of the log-likelihood function with
respect to unknown parameters, which are shown as

−E

{
∂2 ln f(θ)

∂ε2

}
= −NM

ε2
+

N(2ε + ξ)ξ
ε2 + εξ

+
2N(Mε + ξ)

ε3
+

2Nξ

ε2(ξ + ε)

− 2Nξ(ξ + 2ε)
ε2(ξ + ε)2

(47)

−E

{
∂2 ln f(θ)

∂ε∂ξ

}
=

N

(ε + ξ)2
(48)

−E

{
∂2 ln f(θ)

∂ξ2

}
=

N

(ε + ξ)2
(49)

−E

{
∂2 ln f(θ)
∂h̄Ri

∂ε

}
=

2Nξ(2ε + ξ)h̄Ri

ε2(ε + ξ)
(50)

−E

{
∂2 ln f(θ)
∂h̄Ii

∂ε

}
=

2Nξ(2ε + ξ)h̄Ii

ε2(ε + ξ)
(51)

−E

{
∂2 ln f(θ)
∂h̄Ri

∂ξ

}
= − 2N h̄Ri

ε + ξ
(52)

−E

{
∂2 ln f(θ)
∂h̄Ii

∂ξ

}
= − 2N h̄Ii

ε + ξ
(53)

−E

{
∂2 ln f(θ)
∂h̄Ri

∂h̄Rl

}
=

⎧⎨
⎩

− 2Nξ(h̄Ri
h̄Rl

+h̄Ii
h̄Il)

ε(ε+ξ) , if i �= l

−
2Nξ
(
h̄2

Ri
+h̄2

Ii
+σ2

w

)
ε(ε+ξ) , if i = l

(54)

−E

{
∂2 ln f(θ)
∂h̄Ri

∂h̄Il

}
=

{
2Nξ(h̄Ii

h̄Rl
−h̄Ri

h̄Il)
ε(ε+ξ) , if i �= l

0, if i = l

(55)

−E

{
∂2 ln f(θ)
∂h̄Ii

∂h̄Il

}
=

⎧⎨
⎩

− 2Nξ(h̄Ri
h̄Rl

+h̄Ii
h̄Il)

ε(ε+ξ) , if i �= l

−
2Nξ
(
h̄2

Ri
+h̄2

Ii
+σ2

w

)
ε(ε+ξ) , if i = l

(56)

−E

{
∂2 ln f(θ)
∂h̄Ii

∂h̄Rl

}
=

{
− 2Nξ(h̄Ii

h̄Rl
−h̄Ri

h̄Il)
ε(ε+ξ) , if i �= l

0, if i = l

(57)

where ε = σ2
w for notation simplicity.

B. Noncentrality Parameter

By evaluating the above Fisher information at θr = θr0 =
02M−1 and θs = θs, we have

Iθr,θr
(θr0 , θs)

=

⎡
⎣ N

ε2 01×(M−1) 01×(M−1)

0(M−1)×1 0(M−1)×(M−1) 0(M−1)×(M−1)

0(M−1)×1 0(M−1)×(M−1) 0(M−1)×(M−1)

⎤
⎦

Iθr,θs
(θr0 , θs) =

⎡
⎣ N

ε2

0(M−1)×1

0(M−1)×1

⎤
⎦ Iθs,θs

=
NM

ε2
.

With θr1 = [ξ, vec{Re(h̄M−1)}, vec{Im(h̄M−1)}]T and
θr0 = 02M−1, the noncentrality parameter λ can be
determined as

λ = (θr1 − θr0)
T
([

I−1 (θr0 ,θs)
]
θr,θr

)−1

(θr1 − θr0)

=
N(M − 1)ξ2

Mε2
=

N(M − 1)(hHh)2

M (σ2
w)2

. (58)
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APPENDIX IV
PERFORMANCE OF THE MULTICHANNEL ED

A. Exact Performance of the Multichannel ED

For easy references, we repeat the test statistic of the multi-
channel ED, i.e.,

V =
N−1∑
n=0

‖(n)‖2 . (59)

Under H0, V is the sum of the square of 2MN independent
and identical Gaussian random variables with zero mean and
variance σ2

w/2, while V , under H1, sums the square of 2MN
independent Gaussian random variables conditioned on h. As
such, the distribution of the test statistic can be expressed as

H0 : V ∼ σ2
w

2
χ2

2MN (60)

H1 : V ∼ σ2
w

2
χ

′2
2MN (2ρ) (61)

where the noncentrality parameter 2ρ = 2Ntr{Rs}/σ2
w. Based

on the above distributions, the probabilities of false alarm and
detection can be calculated as

Pf =

∞∫
γ

f(V |H0) dV

=
2

σ2
w

∞∫
γ

1
2MNΓ(MN)

(
2x

σ2
w

)MN−1

exp
{
− x

σ2
w

}
dx

=
Γ̄
(
MN, γ/σ2

w

)
Γ(MN)

(62)

Pd =

∞∫
γ

f(V |H1) dV

=
2

σ2
w

∞∫
γ

1
2
e
− x+ρσ2

w
σ2

w

(
x

ρσ2
w

)MN−1
2

I(MN−1)

(√
4ρx

σ2
w

)
dx

=QMN

(√
2ρ,

√
2γ

σ2
w

)
. (63)

Under the condition that the noise variance is unknown,
the multichannel ED (3) has to estimate the noise variance as
σ̂2

w = ησ2
w. In this case, the threshold is selected by using the

estimated noise variance σ̂2
w, and, therefore, the probabilities of

false alarm and detection can be similarly calculated as

Pf =
Γ̄
(
MN, γ

/ (
ησ2

w

))
Γ(MN)

(64)

Pd =QMN

(√
2ρ,

√
2γ

σ2
w

)
. (65)

B. Asymptotic Performance of the Multichannel ED

When the number of samples is large, the test statistic can be
approximated as a Gaussian random variable under either of the
hypotheses according to the central limit theorem, i.e.,

H0 : V ∼N
(
MNσ2

w,MNσ4
w

)
(66)

H1 : V ∼N
(
MNσ2

w + NPs,MNσ4
w + 2Nσ2

wPs

)
(67)

where Ps represents the primary signal power over M receive
antennas. Thus, the asymptotic Pf and Pd for the multichannel
ED (2) are

Pf = Q

(
γ − MNησ2

w

σ2
w

√
MN

)
(68)

Pd = Q

(
γ − MNησ2

w − NPs

σw

√
MNσ2

w + 2NPs

)
(69)

while the counterparts for the multichannel ED with noise
uncertainty (3) are

Pf = Q

(
γ − MNησ2

w

ησ2
w

√
MN

)
(70)

Pd = Q

(
γ − MNσ2

w − NPs

σw

√
MNσ2

w + 2NPs

)
(71)

where

Q(x) =
1√
2π

∞∫
x

e−τ2/2
dτ. (72)
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