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Abstract1

In this paper, a direct adaptive fuzzy tracking con-
trol scheme is presented for a class of stochastic un-
certain nonlinear systems with unknown dead-zone 
input. A direct adaptive fuzzy tracking controller is 
developed by using the backstepping approach. It is 
proved that the design scheme ensures that all the 
error variables are bounded in probability while the 
mean square tracking error becomes semiglobally 
uniformly ultimately bounded (SGUUB) in an arbi-
trarily small area around the origin. Simulation re-
sults show the effectiveness of the control scheme.  
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1. Introduction 

 
Recently, the adaptive control of uncertainty nonlinear 

system has been extensively studied. As a breakthrough 
in nonlinear control area, a recursive design procedure, 
backstepping approach, was presented to obtain global 
stability and asymptotic tracking for a large class of 
nonlinear system, mostly the strict-feedback system [1,2]. 
In some backstepping-based control laws ([3]-[8]) for 
stochastic strict-feedback systems that include a Wiener 
process have been developed to guarantee stability, 
known as stability in probability. Combined problem of 
the control of stochastic strict-feedback nonlinear system 
with nonlinear uncertainties is firstly studied in [9]. 

Nonsmooth nonlinear characteristics such as dead- 
zone, backlash, hysteresis are common in actuator and 
sensors such as mechanical connections, hydraulic ac-
tuators and electric servomotors. Dead-zone is one of the 
most important non-smooth nonlinearities in many in-
dustrial processes. Its presence severely limits system 
performance, and its study has been drawing much in-
terest in the control community for a long time ([2] and 
the reference therein). 

In this paper, we consider adaptive fuzzy tracking 
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controller for a class of stochastic uncertain nonlinear 
systems with dead-zone input. As in [2], the dead-zone 
output is represented as a simple linear system with a 
static time-varying gain and bounded disturbance by in-
troducing characteristic function. The first type fuzzy 
system is employed to approximate the unknown 
nonlinear system. Extensive stability analysis proves that 
all the error variables are bounded in probability while 
the mean square tracking error becomes semiglobally 
uniformly ultimately bounded in an arbitrarily small area 
around the origin. 

This paper is organized as follows. The preliminaries 
and problem formulation are presented in Section II. In 
Section III, a systematic procedure for the synthesis of 
the adaptive fuzzy tracking controller is developed. In 
Section IV, simulation example is used to demonstrate 
the effectiveness of the proposed scheme. Finally, the 
conclusion is given in Section V. 

 
2. Preliminaries and Problem Formulation  

 
The following notation will be used throughout the 

paper. For a given vector or matrix X , TX  denotes 
its transpose,  denotes its trace when }{XTr X  is 
square, and  denotes the Euclidean norm of a vec-

tor 

|| X
X .    denotes the set or all functions with con-

tinuous th partial derivatives. 

iC
i K  denotes the set of all 

functions: , which are continuous, strictly in-
creasing and vanishing at zero,  denotes the set of 
all functions which are of class 

++ → RR

∞K
K  and unbounded; 

KL  denotes the set of all functions 
+++ →× RRRts :),(β  which is of class K  for each 

fixed , and decreases to zero as  for fixed .  t ∞→t s

Consider the following stochastic nonlinear sys-
tem:  

nRxdxhdtxfdx ∈∀+= ,)()( ω     (1) 

where  is the state of the system, nRx∈ ω  is  
−r dimensional independent standard Wiener proc-

ess defined on a probability space ),,( PFΩ .  
)(⋅f , )(⋅h  are locally Lipschitz in x . 
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Definition 1 For any given  , associated 
with stochastic system (1), we define the differential 
operator 

2)( CxV ∈

L  as follows:  

)}()({
2
1)()( 2

2

xh
x
VxhTrxf

x
VxLV T

∂
∂

+
∂
∂

=   (2) 

 
Definition 2 For the stochastic system (stochastic) 
with , the equilibrium 0)0()0( == hf 0)( =tx  is 
  (i) globally stable in probability if for any 

10 << ε , there exists a class K  function 
)(⋅γ such that 

 ; }0{,0,1|)}(||)({| 00 −∈∀≥∀−≥< nRxtxtxP εγ
(ii) globally asymptotically stable in probability if  

0>∀ε , there exists a class KL  function ),( ⋅⋅β  
such that 

}.0{,0,1)|,(||)({| 00 −∈∀≥∀−≥< nRxttxtxP εβ
 
Lemma1[9] Consider the stochastic nonlinear sys-
tem (1). If there exists a positive definite, radially 
unbounded, twice continuously differentiable Lya- 
punov function , and constants , 

 such that 
RRV n →: 01 >c

02 >c

21 )()( cxVcxLV +−=         (3) 

then (i) the system has a unique solution almost 
surely and (ii) the system is bounded in probability. 

 

Lemma2[10] Let  be a continuous function 
defined on a compact set . Then for any constant  

)(xf
Ω

0>ε , there exists a fuzzy logic system such that 

.         (4) |)()(|sup εξθ ≤−
Ω∈

xxf T

x

Define the ideal estimation parameter as  

|],)()(|sup[minarg xxf T

x
ξθθ

θ
−=

Ω∈Θ∈

∗     (5) 

where  and  denote the sets of suitable 
bounds on 

Θ Ω
θ  and x . 

Consider a SISO stochastic nonlinear systems in 
the following form: 

Plant:  

⎪
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 Dead-zone:  

⎪
⎩

⎪
⎨

⎧

≤
<<

≥
==

,)(
,0

,)(
)(

ll

rl

rr

bvifvg
bvbif

bvifvg
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where  are state variables 
and output, respectively. 

Ryxxx T
n ∈= ,),,( 1

ω  is −r dimensional 
independent standard Wiener process defined on a 
probability space ),,( PFΩ .  are un-
known smooth functions.  is the output of 
the dead-zone. 

)(),( xgxf
Ru∈

Rtv ∈)(  is the input to the dead- 
zone,  and  are the unknown parameters of 
the dead-zone. The reference signal is , and  

 are smooth and bounded.   

lb rb
)(tyd

)(,),(),( )()1( tytyty n
ddd

 
Assumption 1 There exist positive constants    
such that , where  

10 , gg
n

x Rxgxgg ⊂Ω∈∀≤≤< ,)(0 10

xΩ  is a compact set. 
Remark 1 In the paper [9], the  must be in-
dependent from 

)(xg
xn . In this paper, we removed this 

restriction. 
 

For the unknown dead-zone input, we make the 
following assumptions. 

Assumption 2 The dead-zone output, u , is not 
available. 

Assumption 3 The dead-zone parameters, , 
are unknown bounded constants, but their signs are 
known, i.e.,   

lr bb  and 

.0 and 0 <> lr bb

Assumption 4 The functions,  and , 
are smooth, and there exist unknown positive con-
stants, , and  such that  

)(vgl )(vgr

010 ,, rll kkk 1rk
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},min{ 000 rl kk≤β  is a known positive constant, 

where vzdz
zdg

l
lvg ==

′

|)( )(  and vzdz
zdg

r
rvg ==

′

|)( )( .  

Based on Assumption 4, the dead-zone (5) can be 
rewritten as follows as shown [2]:  

),()()()( vdvttKvDu T +Φ==      (8) 
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and ,  is an unknown positive con-
stant with . 

∗≤ pvd |)(| ∗p
},max{)( 11 lrlr bbkkp −+=∗

 
Remark 2 There are many results for the case of 
linear dead-zone outside the deadband, but equation 
(8) is to capture the most realistic situation. As 
shown in [2], we know that   ∈Φ )()( ttK T

),0(],[ 110 +∞⊂+ rl kkβ . 

The control objective is to design an adaptive 
fuzzy controller  for the system (1) such that 
the output  follows the specified desired trajec-
tory  with guaranteeing that the system is 
bounded in probability.  

)(tv
y

dy

 
3. Control design and stability analysis  

 
  In this section, we will use backstepping to design 
an adaptive fuzzy controller. First, we introduce the 
error variables 

niyzxz i
diiii ,,2,1),,( ]1[

]1[1 =−= −
−−α    (9) 

where  to be given in the follow-
ing steps, 

),( ]1[
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i
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, . 

T
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Ti
ddd

i
d yyyy ],,,[ 1]1[ −− = ][nzz =

Step 1 The derivation of  z1   is  

.)),,(( 1211 dtyyyzzdtydxdz dddd −+=−= α  (10) 

Consider the following Lyapunov function can-
didate  
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1
zV =               (11) 

the time derivative of    is  1V

.)),,(( 11211 dtyyyzzzdV ddd −+= α         
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,),,( 1111 ddd yzkyyz +−=α         (12) 

with design constant , it is easy to get  01 >k

.)( 2
11211 dtzkzzdV −≤           (13) 

Step k )12( −≤≤ nk   A similar procedure is em-
ployed recursively for each step . The derivation 
of 

k
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dty
y

dz
z

d j
dj

d

k
k

j
j

j

k
k

j
k )( )1(

)(
1

1

0

1
1

1
1

+−
−

=

−
−

=
− ∂

∂
+

∂
∂

= ∑∑ ααα     

then the derivation of  is  kz

,][ )1(
)(
1

1

0

1
1

1
1 dty

y
dz

z
zdz j

dj
d

k
k

j
j

j

k
k

j
kkk

+−
−

=

−
−

=
+ ∂

∂
−

∂
∂

−+= ∑∑ αα
α

(14) 
choose the Lyapunov candidate functions and the 
virtual control laws as follows,  
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 and we get  
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choose Lyapunov candidate as  
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Consider the following inequalities:  
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Then use the first type fuzzy systems to approxi-
mate  ))()(()( 4

16
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1
1

0 nn zxhxfgxf ζα +−= −
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,)()( f
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where fε  is approximation error, according to 
Assumption 1, there exist 0>Mε  such that  

Mf εε <|| . Let  is the estimation of , and θ̂ ∗θ
∗−= θθθ ˆ~ . 

We define the overall Lyapunov function as 

,~~
2
1 1θθ −Γ+= T

nVV          (24) 

and choose the adaptive law as 
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with gain matrix 0>Γ . So, we get  
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2 )2785.0( δκ g=  is a positive constant,  
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From (26), it holds true that  
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with . 20
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The main result on the asymptotic stability of the 
closed-loop system is summarized in the following 
theorem. 
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Theorem For the stochastic uncertain nonlinear 
systems (1) satisfying Assumptions 1-4, with con-
trol law (27) and adaptive law (25), then the track-
ing error is bounded and the mean square tracking 
error enters inside the region  

},
2

]))()([(|)({ 1
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22 TttytyERty d ≥∀≤−∈=Ω
μ
μ

 

wherein it remains for all time thereafter, and the 
variable  will be given later. 1T

Proof  From (30) and Lemma 1, it is easy to get 
that the system is bounded in probability and the 
mean value of the Lyapunov function satisfies  
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4. Computer simulation 
 

 Consider the following nonlinear systems:  
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with initial conditions 5.0)0(1 =x , , 
and the reference signal 

1.0)0(2 =x
))4.0sin((sin2.1 ttyd += . 

It is easy to get 1,3,1 010 === βgg . In the simula-
tion, the fuzzy membership functions are defined as 
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We choose the virtual control law and the control 
law as  

,111 dyzk +−=α              (37) 
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where dd yxyyz −=−= 11 , 122 α−= xz , 21 kk =  
2= , 2.0=δ , 2=ξ . The adaptive law  

)],ˆ()([ˆ 03
2 θθσξθ −−Γ= zx        (39) 

where I2=Γ , 2=σ ,  is randomly taken in 
the intervals 

0θ
]1,1[− . The simulation results are 

shown in Figure 1 and Figure 2. From Figure 1, it 
can be seen that fairly good tracking performance is 
obtained. 

 
Fig. 1. The response of . 1x
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Fig. 2. Control Signal . v

 
5. Conclusions 

 
In brief, a novel adaptive fuzzy control scheme has 

been presented for a class of uncertain nonlinear systems 
with unknown dead-zone input, which is driven by un-
known covariance noise inputs. The proposed control 
scheme ensures that all the error variables are bounded 
in probability while the mean square tracking error be-
comes SGUUB in an arbitrarily small area around the 
origin. 
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