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Abstract: An indoor location system based on multilayer artificial
neural network (ANN) with area division is proposed. The char-
acteristics of recorded signal strength (RSS), or signal to noise
ratio (SNR) from each available access points (APs), are utilized
to establish the radio map in the off-line phase. And in the on-line
phase, the two or three dimensional coordinates of mobile termi-
nals (MTs) are estimated according to the similarity between the
new recorded RSS or SNR and fingerprints pre-stored in radio
map. Although the feed-forward ANN with three layers is sufficient
to describe any nonlinear mapping relationship between inputs
and outputs with finite discontinuous points, the efficient inputs for
better training performances are difficult to be determined because
of complex and dynamic indoor environment. Then, the discus-
sion of distance relativity for different signal characteristics and
optimal strategies for multi-mode phenomenon avoidance is pre-
sented. And also, the feasibility and effectiveness of this method
are verified based on the experimental comparison with normal
ANN without area division, K-nearest neighbor (KNN) and proba-
bility methods in typical office environment.
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1. Introduction

With the increasing interests of ubiquitous context-aware
requirements, indoor location services have been paid
much more attention recently [1]. Not only for the military
uses, but also civil applications, the location awareness ap-
plications include, but not limited to, emergency rescue,
finding and tracking, guiding and escorting system, posi-
tioning of entities in modern buildings [2—5].

Currently, the localization algorithm can be classified
into distance method and pattern recognition method. For
the distance method, there are global positioning system
(GPS), cellular systems for outdoor environment [6,7] and
proximity detection (PD), time of arrival (TOA), time
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difference of arrival (TDOA) and angle of arrival (AOA)
methods. Because of the non line of sight (NLOS) and
multi-path effects which are induced by the building ge-
ometry, human body absorption, adjacent frequency inter-
ference, dynamic environments and requirement of special
infrastructures, the scope of their application is restricted
[8,9]. However, along with the increase of AP in actual
indoor environment and emergence of non-registered 2.4
GHz ISM band with free wireless license for 802.11 b/g
protocol [10], a WLAN indoor location technology based
on pattern recognition has been extensively researched and
widely used for the current laptop or personal digital assis-
tant (PDA).

The WLAN location system by pattern recognition al-
gorithm can be separated into two independent phases, the
off-line phase (calibration phase) and on-line phase (esti-
mation phase) [11]. In the off-line phase, the samples of
beacon signal strength at separate referent points (RPs) are
recorded to establish radio map. And in the on-line phase,
the MT’s coordinates are estimated [12].

According to the reasons of nonlinear mapping ability,
parallel distributed processing, adaptive self-learning, data
fusion and multivariable structure, ANN becomes one of
efficient tools for coordinates’ estimation [13], with merits
of reducing the time cost for location system layout, sav-
ing the storage cost for radio map establishment and en-
hancing the real-time positioning capacity in on-line phase
[14—16].

However, the selection of ANN training samples and
the multi-mode phenomenon significantly affect the per-
formance of ANN indoor location systems. So in order
to bridge this gap, five SNR characteristic values are ana-
lyzed for selecting the optimal distance dependent inputs
for ANN training and constructing a multilayer ANN in-
door location system. Furthermore, the avoidance strategy
for multi-mode phenomenon is also presented to guarantee
the unique of fingerprints pre-stored in radio map.

The remainder of this paper is organized as follows. In
Section 2, the fundamental structure of three-layer feed-
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forward ANN is described. Section 3 presents a multilayer
ANN structure based on discussion of distance dependence
for different SNR characteristics. Section 4 analyzes the
common multi-mode phenomenon. In Section 5, the per-
formance of multilayer ANN is compared with ANN with-
out area division, KNN and probability methods. Section
6 concludes this paper.

2. Fundamental model

2.1 Proposal of ANN structure

The traditional methods, such as nearest neighbor (NN),
KNN and probabilistic methods based on fingerprinting ar-
chitecture, improve the location accuracy and precision in
some special conditions and also face the challenges of the
time and storage costs for the WLAN signal acquisition
and processing, the adaptability for different complex in-
door environments. Although the theoretical propagation
model revealing the relationship between RSS or SNR with
RPs saves on the establishment time for the radio map, the
location performance becomes terrible because of the com-
plex and dynamic indoor environment that is different from
free space.

So, in order to balance the location performance and
system establishment cost, the ANN structure is utilized
to construct an intelligent and efficient indoor location
system. Furthermore, the accuracy performance of this
method will not depend on the number of detectable APs,
but distance relativity between training inputs of output co-
ordinates.

2.2 Three-layer feed-forward ANN

MT’s coordinates’ estimation, following three factors
should be focused on firstly.

(a) Topological structure of ANN

Three-layer feed-forward ANN is selected in this paper,
which has been demonstrated to be sufficient to approxi-
mate any continuous function within the desired accuracy
[17]. But the number of hidden perceptrons can only de-
termined by experiments without any theoretical guidance
or existing analytic expression supported [18].

(b) Initial value of weights and biases

In order to reduce training time, avoid low efficiency
and achieve global optimum, these values should be prop-
erly set to make the input value for each perceptron close to

value 0, and the state transition function f(x) = T
o

has the steepest variation.

(c) Modification of weights and biases

Back propagation (BP) with conjugate gradient method
is utilized to minimize the target training error because of
the differentiability of this model and efficiency purpose.

And also, the transfer process of three-layer feed-
forward ANN with N inputs, 7" hidden perceptrons and
2 outputs is shown by
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where 9;7”(1 = 1,2) denotes the biases determin-
ing the active or negative state of perceptron in layer /.
wf;;l’ldenotes the connection weight from layer [—1 to (.
xép(l = 1,2) denotes the output value of perceptron j in
layer [ for sample p. yéﬁp(l = 0, 1) denotes the input value

from perceptron j in layer [ for sample p.
2.3 ANN training

In the ANN training process, based on the modification of
weights and biases, the training error F,,i, defined in (2)
should be minimized
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where P denotes the number of training samples. z1 , and
22, denote the expected x and y coordinates respectively
in training phase. y%p and y%p denote the output = and y
coordinates respectively.

The iterative process for the optimal weights and biases
is calculated by
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where . and 8 denote the learning rate of wf;;l’l and 9;71’l
respectively. K., denotes the maximum iteration number.

2.4 Generalization enhancement

Generalization should be significantly considered for any
ANN based intelligent systems. Because the training er-
ror can be limited to a very small value with a large num-
ber of iterations, but when new samples are presented to
the trained ANN, the error may be enlarged with terri-
ble generalization ability, which is also called over fitting
[19—21]. So, in order to improve the generalization ability
of multilayer ANN indoor location systems, early stopping
and Bayesian regularization methods are utilized in this pa-
per.

(a) Early stopping

Samples recorded at RPs are divided into training and
validation subsets. Normally, the validation error de-
creases during the initial phase of training, but if the net-
work is over fitted, the error on this set will significantly
begin to increase. As long as the validation error rises
for a specified number of iterations, the training process
is stopped, and the weights and biases at the minimum of
the validation error are returned. In this paper, the propor-
tions of training and validation sets are set as 80% and 20%
respectively.

(b) Bayesian regularization

Regularization method can significantly enhance ANN
generalization based on the modification on target training
error Fo4,train by adding a term that consists of the mean
of the sum of squares of network weights and biases that is
shown in (4), the response is smoother and less likely to be
over fitting.

Emod,train - /\Etrain + (1 — )\) (msw + 1'1’189)
1
— 2

1 &
msf = — 62

“)

where the performance ratio A = 0.5 gives equal weights
El ain and mean square weights and biases. NV, and Ny
denote the number of weights and biases.

3. Area division

3.1 Purpose

The ANN based indoor location system with area division
can provide the following three advantages.

(a) Feasibility is guaranteed by the multiple ANN sub-
systems with parallel processing.

In this paper, the clustering ability of ANN is utilized
for the purpose of coordinates’ estimation. However, clus-
tering rules by low dimensional signal vectors are difficult
to be determined especially for the target location area with
large dimensions and irregular shape. And also, because of
the continuous mapping relationship between input signals
and output coordinates, the probability of estimated posi-
tion in impossible areas will be significantly improved for
single ANN system. So in order to bridge this gap, multi-
ple ANN with area division is presented to decrease clus-
tering rules, reduce impossible probability and guarantee
feasibility.

(b) Optimization of ANN training samples is beneficial
for the accuracy improvement.

For the real indoor environment, the recorded signals
are mixed with signals from different APs and noise,
because of the only three non-overlapping channels by
802.11 b/g and adjacent frequency interference in band
2.4GHz. Then, the ANN system with area division by
eliminating the strong signals and noise with poor distance
relativity can significantly improve training performance.

(c) Reduce the dimensions of ANN inputs to increase
positioning efficiency.

There are five signal characteristics, the mean, median,
maximum, minimum and variance values for each AP.
If all the characteristics are selected as the ANN inputs
(5% Nap), the number of perceptrons in hidden layer is
difficult to be determined, and also, the over fitting phe-
nomenon is much more likely to happen. Therefore, in
order to improve the location efficiency and accuracy, the
characteristics which are much more depended on the dis-
tance variation will be selected as the ANN inputs.

3.2 Distance relativity

For the purpose of selecting the best distance dependent
characteristics as the input vectors of ANN for different di-
vided target areas, the distribution characteristics of SNR
should be analyzed firstly. Then, based on the relativity
calculation of the X and Y direction in a flat, the target lo-
cation area is divided into separate regions with optimal
ANN based location subsystems for the purpose of im-
proving indoor location performance.

The dimensions of environment are 66.43x24.9 m2.
Walls are made of bricks with large windows in aluminum
frames, and doors are made of metal. There are 9 D-link
DWL-2100AP APs which are denoted by AP1, AP2, ...,
AP9 fixed at the height of 2 m in the same floor. These
APs supports IEEE 802.11g standard with data rates up to
54 Mbps, and the SNR samples are recorded by a laptop
1.2 m high. The table tennis room is selected as test envi-
ronment shown in Fig. 1 and Fig. 2 for its regular shape
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and excellent coverage performance by AP1, 2, 3, 8 and 9.
And also, Y coordinates in X direction are denoted by A,
B, ..., H. X coordinates in Y direction are denoted by 1,
2,...,9.

The five characteristics of SNR from AP3 at test points
are shown in Fig. 3. And the distribution characteristics
of SNR from other four APs which can be detected in the
target location area can be acquired in the same way.

According to Fig. 3, the distribution characteristics of

Fig. 1 Photographs of APs and receiver

mean, median, maximum and minimum values of SNR ————
from AP3 are quite similar, and the variance value changes g IR
greatly without any regularity, which is not beneficial to be = E PR
utilized for location algorithm. In addition, because of the SpE ottt
lack of enough signal samples for statistical calculation in g e
the real-time positioning condition, median, maximum and Af T
minimum performs terrible compared with the mean value. 123456789
And also, the mean values of SNR from other 4 APs which :RPs; «:Test points
can be detected in the target location area are separately Fig. 2 Flat of experimental environment
shown by Fig. 4.
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Fig. 3 Five characteristics of SNR from AP3
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Fig. 4 Mean value of SNR from AP: (2 =1, 2,8,9)

Therefore, distance relativities between mean value and ~ APk. M, ; and My, ; denotes the mean value of My, ; ;

X orY coordinates Ry x ; and Ry ; y are calculated by with fixed Y and X coordinates respectively.
9 ~ 3.3 Area division strategy
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Rixj = 5 5 ) inated by the area division strategy. Therefore, 5 ANN
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Fig. 5 Area division ANN in different directions
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Coordinate (4, F') is taken as an example, the target out-
puts are (0, 1, 0, 0) and (0, O, 1, 0) respectively for area
division ANNSs in X and Y directions. In this situation,
the membership degrees to ANN 1 239 (for X direction)
and ANN 1 289 (for Y direction) are 1, but to the other
ANN subsystems are 0.

3.4 Multilayer ANN location system

According to the foregoing discussion about the area di-
vision strategy, ANN subsystem determination and MT’s
coordinates’ estimation process, the establishment of the

multilayer ANN indoor location system which is shown
by Fig. 6 is necessary. Furthermore, five advantages for
this multilayer system are listed below.

(a) The generalization ability of three-layer feed-
forward ANN is guaranteed by the early stopping and
Bayesian regularization methods presented by Section 2.4.

(b) Multiple subsystems are constructed for different
divided areas with the distance relativity criterion to de-
crease the interference from strong signals with poor dis-
tance dependence discussed by Section 3.2.
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Fig. 6 Multilayer ANN indoor location system

(c) Training samples are optimized based on the avoid-
ance of multi-mode phenomenon which will be further an-
alyzed in Section 4.2.

(d) Multilayer ANN structure can reveal the definite
physical meanings for connection relationship and improve
system expansibility.

(e) Performance of the multilayer ANN structure can be
verified in the real indoor environment with multi-path ef-
fect, human absorption and co-frequency interference.

Furthermore, the selection criterion of the ANN selector
will be analyzed by Section 5.2 in detail. However, there
are also two problems which should be considered for the
multilayer ANN indoor location system.

(a) Reliability for the first layer ANN should be paid
much more attention, because the selection of second layer
ANN and final coordinates estimation is directly influ-
enced by the performance of area division ANN.

(b) Linear correlation calculated by (5) is utilized to
describe the dependence between signal strength and dis-
tance. However, in some real indoor environments, this lin-

ear relationship cannot be satisfied. In other words, some
characteristics with poor linear correlation with distance
may also perform well because of the nonlinear mapping
ability.

4. Multi-mode phenomenon

4.1 Radio map

According to the reasons of special equipment which is
needed by PD, TOA, TDOA and AOA methods, and
the poor performance of the propagation model method,
the fingerprint method based on the establishment of ra-
dio map is utilized in this paper. And the SNR samples
recorded at separate RPs have been proved to be one of the
best training vectors for ANN [22—24].

Furthermore, the following three reasons contribute the
wide application of radio map.

(a) The continuing popularity of WLAN technology and
applications, which means the utilization of basic facilities
supporting 802.11 protocols will be paid much more atten-
tion.

(b) Because of the dynamic environment and multi-path
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effect, the signal distribution cannot be accurately esti-
mated by propagation model, and the relativity between
attenuation of signal strength and distance apart from the
AP to terminal is not obvious.

(c) Most of the current indoor location algorithms, no
matter probabilistic or deterministic methods (such as NN
or KNN methods), depend on the radio map which is es-
tablished in the off-line phase. So, the fingerprint method
is beneficial to the algorithm expansibility.

Obviously, the performance of the radio map based in-
door location method depends on the characteristics of sig-
nal distribution. In other words, the noise comprised in sig-
nals and multi-mode phenomenon emerged in the process
of signal recording significantly affect location accuracy.
Noise with terrible distance dependence can be effectively
eliminated by area division ANN which has been discussed
by prior Section 3. So in this section, the characteristics
of signal distributions will be analyzed for the purpose of
avoiding this phenomenon as effectively as possible and
improving location accuracy.

4.2 Characteristics of signal distribution

Because of the dynamic multi-path effect, interference
with adjacent receivers, different types of wireless network
cards, connection state of receivers and many other un-
predictable factors influencing the WLAN signal distribu-
tions in indoor environment [25], the characteristics of re-
ceived SNR should be discussed for the purpose of avoid-
ing multi-mode phenomenon in the process of radio map
establishment.

Laptop with Intel PRO/Wireless 3945ABG network
connection (Inter-NC1) and D-link DWL-2100AP (APi)
are selected. WLAN signals are recorded by NetStumbler
tool in windows XP system. The sampling frequency is 2
samples per second and 360 samples for each RP with 90
samples per orientation.

(a) Multi-path effect

Two experiments are compared for discussing the multi-
path effect. One is in the microwave anechoic chamber and
the other experiment is in the real indoor environment.

According to Fig. 7, the SNR distribution is broadened
with larger standard deviation in real indoor environment
because of the multi-path time delay spread.

(b) Connection states of receivers

Connected and unconnected states between APs and re-
ceiver are analyzed in this section. The connected state
means that the laptop with Inter-NC1 can go online
through the special connected AP. But in one time, the
wireless network card can only connect one AP, so for the
other detectable but unconnected APs, the network card is

defined in unconnected state. And the SNR distributions
for different connection states are shown in Fig. 8.
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Fig. 7 SNR distribution in different environment
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Fig. 8 SNR distribution in different connection states

Based on Fig. 8, multi-mode phenomenon emerges in
unconnected state, but for the connected state, the SNR dis-
tribution can be approximated by Gaussian or modified left
partial Gaussian distribution. Obviously, the connection
state is one of the significant reasons of common multi-
mode phenomenon.

(c) Interference among adjacent receivers

In this section, another laptop with Intel PRO/Wireless
2200BG Network Connection (Inter-NC2) is used in order
to compare the received SNR distribution with the former
laptop with Inter-NC1. Two distinguished situations for
the different connection states discussed before should be
separately analyzed. Interference from Inter-NC2 for Inter-
NC1 which is respectively in unconnected and connected
state is shown in Fig. 9 and Fig. 10.

According to Fig. 9 and Fig. 10, the interference among
adjacent receivers is terrible in unconnected state situation.
But for the receiver in connected state, interference from
other receivers can be neglected.

(d) Different types of network cards

In order to compare the received SNR distributions by
different wireless network cards, Inter-NC1 and Inter-NC2
are respectively utilized to record signal samples from the
same AP at the same RP.
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Fig. 10 SNR distribution in connected state

Obviously, different wireless network cards induce dif-
ferent SNR distributions in the real indoor environment.
So, in order to decrease the received SNR error generated
by different wireless network cards, the laptop with Inter-
NCl1 is selected as the signal receiver both for the radio
map establishment and coordinates’ estimation.

According to foregoing discussion about the character-
istics of received SNR distribution in WLAN environment,
the common multi-mode phenomenon is mainly induced
by the following three factors.
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unconnected state.

(c) Types of wireless network cards.
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Fig. 11 SNR distribution by different network cards

The former two factors can be avoided by keeping the
wireless network cards in the connected state no matter in
the off-line phase or in the on-line phase. But the diver-
gence of different network cards will significantly affect
the adaptability and extendibility of a radio map based in-
door location system.

5. Experiments and analysis

5.1 Experimental setup

Based on the flat of experimental environment shown in
Fig. 2, the measurements of RPs are performed for 72
points (locations) which are 1m apart from each other and
the test points (56 points in all) are selected in the middle
of 4 neighboring RPs.
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Fig. 12 Membership degrees in X direction
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5.2 Performance results

According to Fig. 6, there is an ANN selector between
the first and second layer ANNs. Therefore, the selection
criterions in the on-line phase will be discussed firstly.

Criterion 1 Only one output of area division ANN is
larger than 0.9.

A unique ANN subsystem corresponding to member-
ship degree larger than 0.9 in layer 2 will be selected to
estimate the MT’s coordinates.

Criterion 2 More than one output of area division
ANN is larger than 0.9.

All the ANN subsystems corresponding to membership
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degrees larger than value 0.9 should be considered. And
the final estimated coordinates C* will be the weighted av-
erage values calculated by
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where D; denotes the membership degree of the ith ANN
subsystem. Nann denotes number of ANN subsystems
with membership degrees larger than 0.9.

Criterion 3  All the outputs of area division ANN are
smaller than 0.3.

C* is the weighted average value obtained by all the

ot

Location error with
area division

— N W

(a) Error by ML-ANN
Fig. 15 Total location error by different ANNs

From Fig. 16, the following three conclusions can be
obtained.

(a) Multilayer ANN outperforms normal ANN without
area division.

(b) The total error is mainly induced by the error in the
Y direction for the multilayer ANN location system.

(c) The location error has been limited in 4 m by mul-
tilayer ANN, and error in 3 m with confidence probability
92.86% completely satisfies application requirement.

O
1 T T B—o——a—8 @

Probability of accumulated error
N
.
L

0 . . . . . . .
0 1 2 3 4 5 6 7 8

Accumulated error /m
—o—: Error with area division in X direction;

—o—: Error with area division in Y direction;
—&—: Error with area division;
—+—: Error without area division

Fig. 16 Probability of accumulated location error

5.3 Experimental comparison

Location performances of KNN and probability methods
are also discussed in the same target location area shown
in Fig. 2. And mean errors by the KNN method based on
different signal characteristics are separately shown in Fig.
17.

ANN subsystems in layer 2.

The accuracy performance of multilayer ANN (ML-
ANN) and normal ANN (N-ANN) location methods are
shown in Fig. 14 and Fig. 15.

Furthermore, the probabilities of the accumulated error
for different types of ANN are also presented by Fig.16.

7N
I/'::‘:::\
NS

A8
T

=N Wk Ot =3 00 ©

Location error without
area division

(b) Error by N-ANN

Obviously, the KNN method comprises two parameters,
the number of neighbors £ and distance type q. ¢ = 1
denotes the Manhattan distance and ¢ = 2 denotes the Eu-
clidean distance. But along with the increase of k& and g,
the KNN algorithm becomes much more complex. In this
paper, the optimal KNN coefficient with k¥ =13 and ¢ =1
is considered.

Nap 1/q

Dt: Z|Rnew,i_Rt,i|q ) t:1a772
i=1

{CJ : CJ € Seqminﬂmax(Dtﬂk)v J = ]-a o 7k}

k k
1 1 )
Jj=1 Jj=1

@)
where R, ew,; and R, ; denote the new recorded signal and
pre-stored fingerprint respectively at RP ¢. N4p denotes
the number of detectable APs in the target location area.
Sed,in—max (Dt, k) denotes the set which consists of the
front £ elements with the corresponding value D; in as-
cending order.

RP C* satisfying (8) is estimated as the MT’s position
for the probability method.

Rnew = (Rnew,la Ty Rnew,NAp)
P(C*/Rnew) = maXt[P(Ct/RneW)] =
P(Ruew/CHP(CY)
maxy [ P(Boew) (8)
Nap
P(Rnew/ct) = H P(Rnew,i/ct)7 t = 1) R 72
=1

where P(Ryew) and P(C") are constants.
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The location error of the probability method with differ-
ent accuracy is shown in Fig. 18.

Comparison among multilayer ANN, optimal KNN
(Opt-KNN) and probability methods is shown in Table 2.
The following two parameters should be defined firstly.

Table 2 Comparison among typical location methods

ML-ANN Opt-KNN  Probability
Max-error/m 3.93 5.45 4.50
Min-error/m 0.28 0.05 1.04
Mean-error/m 1.91 1.74 2.93
Median-error/m 1.95 1.90 2.86
E-R/m 1.00 1.00 1.00
M -
g = —oaerror 1.91 1.74 2.93
E-R
Max-error
g = — 2.02 2.87 1.57
Median-error
A-D/m? 0.07 0.07 0.04
€3 = Median-etror 0.14 0.13 0.12
X (A-D) /m
Storage cost 3N Z (w,0,p) N(RPs) 2N(RPs)
Calculation + & X V&l e”

(a) Error resolution (E-R)
E-R denotes the distance interval between neighboring
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RPs. A higher E-R value is much more beneficial to de-
scribe the characteristics of signal distribution. However,
it also requires a higher time and storage cost for the estab-
lishment of radio map.

(b) AP density (A-D)

A-D denotes the number of APs per 1 m? utilized for
MT’s coordinates’ estimation.

Obviously, optimal KNN performs best in the accuracy
aspect (except the maximum error). However, the perfor-
mance of KNN will significantly deteriorate if the coef-
ficients have not been properly selected. Multilayer ANN
achieves great location accuracy, but also performs best for
the aspects of storage cost and calculation complexity.

Storage cost for the KNN and probabilistic methods de-
pends on the number of RPs. So, if the dimensions of the
target area enlarge, the storage cost will significantly in-
crease. But for the multilayer ANN, the number of weights
and biases pre-stored is much smaller. And also, the stor-
age cost for the probabilistic method is largest because
there are two parameters, mean and variance, which should
be pre-stored for each RP.
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Fig. 17 Location performance by KNN method
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Furthermore, only add and multiply operations are
needed for multilayer ANN. But for the other two typical
indoor location methods, the square root, absolute value

100
i E)

error<1 m /(%)

Probability of location

100
1180
60
v B40
20

error<3 m /(%)

Probability of location

(c) Probability (error<3 m)

925

and exponent operations are included. And the traversal
for all the RPs is needed which will also increase the time

cost.
g
£ X100 100
o 804¢-- "H80
S £ 60%-
Za a0} 60
=Y 201 '
Z S 0y |
;3 = 8 X 20
& - > 6 0

rectiy, T2 ! gon [ ™

2 i X direct

(b) Probability (error<2 m)

Probability of location

(d) Probability (error<4 m)

Fig. 18 Location performance by probability method

6. Conclusion

The multilayer ANN indoor location system is investigated
in this paper. Firstly, distance relativities for different sig-
nal characteristics from separate APs are analyzed in order
to optimize the ANN training samples. After this process,
the strong signals and noise with poor distance dependence
can be eliminated for the purpose of improving the training
efficiency and increasing the location accuracy.

Secondly, based on discussion of signal characteristics
in different conditions, the avoidance strategy for common
multi-mode phenomenon has also been presented.

Finally, compared with the other typical indoor location
methods, the achieved mean error 1.91 m and accuracy in
3 m with confidence probability 92.86% can completely
satisfy service-based application requirements.

However, reliability of area division ANN in multilayer
ANN system and division strategies for irregular location
area will be paid much more attention in the future work.
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