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Abstract—Orthogonal frequency-division multiplexing
(OFDM) systems are the major cellular platforms for supporting
ubiquitous high-speed mobile applications. However, a number
of research challenges remain to be tackled. One of the most
important challenges is the design of a judicious packet scheduler
that will make efficient use of the spectrum bandwidth. Due to the
multicarrier nature of the OFDM systems, the applicability and
performance of traditional wireless packet-scheduling algorithms,
which are usually designed for single-carrier systems, are largely
unknown. In this paper, we propose a new quality-of-service
(QoS)-aware proportional fairness (QPF) packet-scheduling
policy with low complexity for the downlink of multiuser OFDM
systems to allocate radio resources among users. Our proposed
algorithm is based on a cross-layer design in that the scheduler is
aware of both the channel (i.e., physical layer) and the queue state
(i.e., data link layer) information to achieve proportional fairness
while maximizing each user’s packet-level QoS performance.
The simulation results show that the proposed QPF algorithm is
efficient in terms of average system throughput, packet-dropping
probability, and packet delay, while maintaining adequate fairness
among users with relatively low scheduling overhead.

Index Terms—Cross-layer design, orthogonal frequency-
division multiplexing (OFDM) systems, packet scheduling,
proportional fairness (PF), quality of service (QoS).

I. INTRODUCTION

W ITH the rapid development and integration of Internet
and wireless communication networks, the forthcom-

ing fourth-generation (4G) mobile systems are envisioned to
support the outburst and popularity of high-speed multime-
dia packet-based applications. Such services usually exhibit a
large variety of quality-of-service (QoS) requirements, such as
transmission rate, delay, and packet-dropping ratio, which are
difficult to be satisfied in a wireless environment due to the
limited radio resource, the time-varying channel condition, and
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the resource contention among multiple users. Recently, the
orthogonal frequency-division multiplexing (OFDM) system
has been identified as a promising wireless interface solution for
4G systems due to its high capacity to combat channel fading
and support for a high data rate (HDR) [1]. Moreover, because
it can provide a high degree of flexibility for resource control
on different subcarriers, an adaptive packet scheduling for a
multiuser OFDM system is widely considered as an important
strategy to improve system performance.

In fact, the design of an efficient packet scheduler for a
wireless system is a difficult task that typically involves a large
number of conflicting requirements, which must be analyzed
and weighted before a balanced solution can be implemented
[2]. On one hand, the scheduler must be efficient in utilizing
the radio resource since the wireless spectrum is the most
precious resource in wireless communication systems. On the
other hand, the services should fairly be scheduled so as to
guarantee a certain level of service to users with low average
channel conditions. Among the various fairness criteria, the
proportional fairness (PF) scheduling is widely considered as a
good solution because it provides an attractive tradeoff between
the maximum average throughput and the user fairness by ex-
ploiting the temporal diversity and game-theoretic equilibrium
in a multiuser environment [3]. Specifically, when the resource
allocation is said to be proportionally fair, it is then impossible
to enhance the throughput of any particular user by x% without
decreasing some other users’ total throughput by x% [4]. Under
this consideration, some scheduling algorithms are proposed to
achieve PF in wireless systems. For example, a well-known
PF scheduling algorithm was implemented in [5] for its HDR
system.

Unfortunately, there are some problems that have not been
well tackled if we want to adopt PF in OFDM systems. First,
for instance, the PF scheduling method in [5] can only be used
in a single-carrier (SC) situation, and only one user is allowed
to transmit at a time. Although a PF scheduler was proposed
for the OFDM system in [6], it was based on the PF criterion
derived from the SC system without considering the PF criteria
for a multicarrier (MC) system. The optimal criteria for PF
scheduling in MC systems has been studied in [7], but its prac-
tical implementation is very complex. Thus, there is a pressing
need in developing an alternative PF scheduling algorithm for
practical implementation in multiuser OFDM systems. Second,
a typical PF scheduler only considers the performances of
average system throughput and fairness. Such a PF scheduler
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usually does not consider other QoS performance metrics, such
as packet-dropping probability (PDP) and packet delay. To
meet the QoS requirements of the current wireless multimedia
services, we have to improve the packet level QoS in the context
of PF scheduling. Furthermore, these research efforts are usu-
ally based on the assumption of bit stream transmission [1] or
infinite queue length [8] without considering realistic queueing
conditions, which makes the proposed schemes impractical in
real-life wireless packet transmission systems. If we want to
meet the packet-level QoS performance specifications, the data
link layer queueing performance should also be analyzed on top
of the channel conditions so as to allocate the radio resources
in a cross-layer manner.

Some work that is related to the packet scheduling in OFDM
systems takes the queue conditions into consideration as well as
the channel dynamics. For instance, the average delay perfor-
mance in a multiuser OFDM was studied in [8]. However, the
queue size is assumed to be infinite, which is clearly imprac-
tical. In [9], a unified packet-scheduling method is proposed
by using a unified priority function to take each user’s packet
delay, packet type, and channel condition into consideration. In
each subcarrier, the user with the largest priority can transmit
its packets, but the fairness performance is not considered. The
upper and lower bounds to the buffer overflow probability and
mean packet waiting time in a single-user MC system were
theoretically derived in [10] through a cross-layer analysis,
but how to approach these bounds through a practical packet-
scheduling method was not analyzed. In [11], the single-user
OFDM scheduling framework is proposed as a Markov decision
process, and the authors proposed both optimal and suboptimal
algorithms to minimize the power consumption and satisfy
the long-term average delay. Our model is different since we
consider the throughput instead of the power and assume a
multiuser scheduling instead of a single user. A utility-based
subcarrier assignment method was proposed in [12] to balance
the efficiency and fairness of resource allocation, whereas the
packet-level QoS performance metrics were not considered. A
cross-layer packet-scheduling algorithm for multiuser OFDM
systems was developed in [13] to improve the performance on
throughput and packet-dropping rate, but only one packet from
one user can be scheduled at any time slot. By contrast, in our
model, several packets from different users can simultaneously
be scheduled as so to further exploit the multiuser diversity.

In this paper, we focus on an efficient cross-layer approach
to allocate the subcarrier and schedule the packets in the down-
link of multiuser OFDM systems. Specifically, we consider
to achieve PF while improving the individual user’s packet
level QoS performance. In physical layer OFDM transmission,
the data rate is determined by the wireless channel condition
and the adaptive modulation level. At data link layer, the
relationship among packet arrival rate, queue length, and packet
transmission rate is set up to analyze the packet-level QoS per-
formance. Thus, the packet scheduling and the corresponding
subcarrier allocation are related not only to the channel state in-
formation (CSI, such as SNR) observed in the physical layer but
also to the queue state information (QSI, such as queue length
and packet arrival rate) obtained at the data link layer. We first
discuss the PF scheduling criteria in the MC system and pro-

Fig. 1. Cross-layer scheduling architecture.

Fig. 2. Cross-layer OFDM packet scheduling system model.

pose an efficient greedy PF method to realize PF in an OFDM
environment. After that, we analyze the average PDP and the
average packet delay for a wireless multimedia traffic by inves-
tigating the queuing performance, and present a QoS-aware PF
(QPF) algorithm to achieve the PF among users while improv-
ing these users’ QoS. The cross-layer QPF algorithm consists
of two steps. In the first step, the greedy PF method is used
to achieve PF, and then a subcarrier reassignment procedure
is utilized to improve the packet-level QoS performances ac-
cording to the queue analysis. The simulation results show that
the proposed QPF algorithms with low complexity can achieve
good performances in terms of average system throughput,
fairness, and packet-level QoS performances.

The remainder of this paper is organized as follows. In
Section II, we describe the cross-layer system model. In
Section III, an efficient MC PF scheduling algorithm for a
multiuser OFDM system is presented. After that, the cross-
layer QPF scheduling with packet-level QoS improvement is
described and explained in Section IV. Then, we present the
simulation results in Section V. Finally, we give some conclud-
ing remarks in Section VI.

II. CROSS-LAYER MODEL

The cross-layer scheduling architecture is depicted in Fig. 1.
The OFDM frames are transmitted through the physical layers
between the base station (BS) and mobile user (MS). The data
link layer maintains the queue buffers that contain the packets
delivered from the higher application layer. The packet sched-
uler collects the cross-layer information (CSI and QSI) and
selects different users’ packets for transmission according to the
information obtained. Based on this architecture, our proposed
cross-layer model is depicted in Fig. 2. We assume a total of
K MSs in the OFDM system with M subcarriers, and the total
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bandwidth is W . In the BS, the incoming packets of each user
arrive from some higher layers and are then buffered in its own
first-in–first-out (FIFO) queue with a finite space of B packets
waiting to be scheduled. Similar to that in [8] and [14], we
assume that the packet length is fixed to be N bits/packet. At the
beginning of each time slot, the packet scheduler selects some
packets in the queues for transmission according to CSI and
QSI so as to meet the QoS requirements. The selected packets
are then forwarded to the OFDM transmitter. Then, they are
adaptively modulated at the corresponding mode related to the
CSI and distributed on different subcarriers. After inverse fast
Fourier transformation (IFFT) and guard interval (GI) insertion,
the scheduled packets from the different users form an OFDM
symbol and are then sent to the MSs via the downlink channels.
In our model, we group S OFDM symbols into one OFDM
frame, and one frame transmission time is assumed to be T0

seconds, which can be expressed as

T0 = S · (length of one OFDM symbol)

= S · M

W
· (1 + 0.25) (1)

where S · (M/W ) is the length of data, and 0.25 · S · (M/W )
is the length of GI. Thus, each OFDM frame is time slotted,
and T0 is the length of one time slot. In this paper, T0 also
corresponds to one scheduling time interval.

At the physical layer, we consider an L-path Rayleigh fading
channel. We assume that the perfect CSI is sent to the BS
through feedback channels from all the MSs. By using adaptive
modulation, at time slot t, the achievable transmission rate
(in bits per symbol) for the kth user on the mth subcarrier
ck,m(t) can usually be decided by the current channel SNR and
the required bit error rate (BER). For instance, if an adaptive
uncoded multilevel quadrature amplitude modulation (MQAM)
and an ideal phase detection are used as in [8] and [15], it can
be expressed as

ck,m(t) = log2

(
1 +

−1.5
ln(5 · Pber)

· γk,m(t)
)

(2)

where γk,m(t) is the SNR for the kth user’s mth subcarrier
signal at time instant t, and Pber is the required BER for this
transmission. Let Δf be the frequency spacing between two
adjacent subcarriers, and let xk,m(t) be the channel assignment
status that takes the value of 1 or 0 when the mth subcarrier
is or is not occupied by the kth user. Then, the kth user’s
instantaneous data rate is defined as

rk(t) =
M∑

m=1

rk,m(t) · xk,m(t) (3)

where rk,m(t) = �ck,m(t)� · Δf b/s is the kth user’s data rate
on the mth subcarrier.

Furthermore, to analyze the QoS performances for wireless
multimedia services, we assume that the kth user belongs to a
QoS profile with the parameters {μk, dk}, where μk and dk are
the maximum allowable long-term average PDP and the packet
delay, respectively.

III. PF PACKET SCHEDULING

In this section, we discuss the PF scheduling for OFDM
systems and present an efficient solution.

A. Problem Formulation for PF Scheduling in OFDM Systems

As discussed before, the PF criterion for an SC system is
not suitable if we want to transmit multiple users in OFDM
systems with multiple carriers. Then, based on the PF definition
for MC systems in [7], we can formulate the PF scheduling in
the OFDM systems as

P = arg max
Ck,k∈U

∏
k∈U

(
1 +

∑
m∈Ck

rk,m(t)

(tc − 1)Rk(t)

)
(4)

subject to

(I)
⋃
k∈U

Ck ⊆ C (II) Ci

⋂
Cj = ∅, i �= j ∀i, j ∈ U

where C = {1, 2, . . . ,M} and U = {1, 2, . . . ,K} denote the
subcarrier index set and the user index set, respectively. Ck is
the set of subcarriers that are allocated to the kth user. Rk(t) is
the average data rate at time slot t of user i. Here, the constraint
I means that each user selects its subcarriers from C, and the
constraint II shows that each subcarrier can only be assigned
to one user. Rk(t) can be approximated by a moving average
value with average window size tc time slots

Rk(t + 1) =
(

1 − 1
tc

)
· Rk(t) +

1
tc

· rk(t). (5)

When introducing the channel assignment status xk,m(t), the
preceding MC PF problem can be reformulated by

max
x

K∏
k=1

(
1 +

∑M
m=1 xk,m(t) · rk,m(t)

(tc − 1)Rk(t)

)
(6)

subject to

(I)
K∑

k=1

xk,m(t) = 1, xk,m = {0, 1}

where x = [x1,1, . . . , x1,M , . . . , xK,1, . . . , xK,M ]T . The opti-
mization in (6) is a nonlinear integer programming problem,
and the algorithm complexity for the optimal solution is pro-
hibitively high. Specifically, for a system with K users and M
subcarriers, in the worst case, a total number of MK times of
iterations are needed to find the solution. Such an algorithm will
consume much time and memory space, which is not suitable
for practical systems. To make the scheduling method amenable
for practical implementation, a simplification for the foregoing
generic MC PF scheduler is needed. In this paper, we present a
fast and efficient greedy method to solve this problem.

B. MC PF Scheduling Algorithm in OFDM Systems

The objective function in (6) is a multiple-product function.
To simplify the algorithm implementation, we first convert the
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product into a summation by taking a logarithm function on the
objective. Then, the equivalent problem can be described as

max
x

K∑
k=1

log

(
1 +

∑M
m=1 xk,m(t) · rk,m(t)

(tc − 1)Rk(t)

)
(7)

subject to

(I)
K∑

k=1

xk,m(t) = 1, xk,m = {0, 1}.

To be specific, we define PF (t) as the system PF value at
time slot t, i.e.,

PF (t) =
K∑

k=1

log

(
1 +

∑M
m=1 xk,m(t) · rk,m(t)

(tc − 1)Rk(t)

)

=
K∑

k=1

log

(
1 +

rk(t)
(tc − 1)Rk(t)

)
. (8)

Notice that if one subcarrier is assigned to a different user,
then the resulting PF value will be different. For example, if
before the assignment of the mth subcarrier the user rate for
every user k ∈ U is rk(t), then when this subcarrier is allocated
to the k′th user, the new PF value is then given by

PF (t, k′) = log

(
1 +

rk′(t) + rk′,m(t)
(tc − 1)Rk(t)

)

+
∑
k �=k′

log

(
1 +

rk(t)
(tc − 1)Rk(t)

)
. (9)

Thus, for the mth subcarrier, if the largest system PF value
PF(t, k) is obtained when the kth user gets it, then it should be
assigned to this kth user. With this strategy, the subcarrier can
be allocated so as to get the highest PF value. Consequently,
we can assign all of the subcarriers one by one in this greedy
manner, and the resulting PF value will be the maximal value
when all the subcarriers are allocated. Furthermore, because the
scheduler needs to compare K users to allocate a subcarrier,
the total computational complexity is KM , which is efficient
compared to the number of comparisons MK for the original
problem in (7). Thus, the greedy MC PF scheduling method
can be formalized as follows in Algorithm 1.

Algorithm 1 The Greedy MC PF scheduling algorithm

1: Initialization: Let rk(t) = 0 and Ck = ∅ for all k ∈ U ;
2: for subcarrier m = 1 to M do
3: Calculate rk,m(t) for all k ∈ U ;
4: for every user k ∈ U do
5: Calculate the PF value PF(t, k) if user k occupies

subcarrier m according to (8);
6: end for
7: The user getting the largest PF(t, k) is assigned with

this subcarrier, i.e., k̃ = arg maxk(PF(t, k));
8: Update rk̃(t) = rk̃(t) + rk̃,m(t);

9: Update the set of subcarriers allocated to this user,
Ck̃ = Ck̃ + {m};

10: end for
11: Update Rk(t + 1) for all k ∈ U ;
12: Transmit each user’s packets on the assigned subcarriers

with the corresponding rate.

IV. PF SCHEDULING WITH PACKET-LEVEL

QOS IMPROVEMENT

As discussed in Section I, the PF packet scheduler previously
presented does not consider the queue state, coupled with the
assumption of infinite incoming packets. When considering the
queue state and bursty traffic, the scheduler should not serve
any empty queue because doing that will waste radio resource.
In addition, if a packet delay exceeds its delay limit, then this
packet should be dropped from its queue. Furthermore, the
packet-level QoS performance metrics, such as packet delay
and PDP, should also be considered. In this section, we analyze
the QoS performance and propose a QPF scheduling algorithm
in the OFDM systems.

A. Packet-Level QoS Performance Analysis

To analyze the packet-level QoS performance, we first model
the queuing service. Assuming that at the beginning of time slot
t the queue length is Qk(t), the scheduler serves the kth user at
rate rk(t) according to CSI and QSI. Furthermore, there are
πk(t) packets to be dropped because their packet delays exceed
the limit. Then, if there are νk(t) packets arriving during this
time slot and regardless of the queue limit, the queue length at
the end of this time slot can be expressed as

Uk(t + 1) = Qk(t) − rk(t) · T0

N
+ νk(t) − πk(t) (10)

Because the queue has a capacity limit of B packets, the actual
queue length Qk(t + 1) at the beginning of time slot t + 1
should be verified by

Qk(t + 1) = min {B,Uk(t + 1)}

= min
{

B,Qk(t) − rk(t) · T0

N
+ νk(t) − πk(t)

}
.

(11)

The number of dropped packets due to the overflow at the
end of time slot t can then be evaluated as

Dk(t + 1) = max {0, Uk(t + 1) − B}

= max
{
0, Qk(t)− rk(t) · T0

N
+νk(t)−πk(t)−B

}
.

(12)

Furthermore, to avoid serving the empty queues, the sched-
uler should control the service rate so that

rk(t) ≤ Qk(t) · N
T0

. (13)
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Then, the average packet delay and the average PDP can
be analyzed based on this model. Similar to the average data
rate definition in (5) and regardless of the queue limit, let the
average queue length Uk(t) over the average window size tc be

Uk(t + 1) =
(

1 − 1
tc

)
· Uk(t) +

1
tc

· Uk(t + 1). (14)

Subsequently, at the beginning of time slot t, when given
Uk(t), the actual queue length Qk(t), the dropped packets πk(t)
due to deadline missed, and the average packet incoming rate
E{νk(t)}, the predicted average queue length (regardless of the
queue limit) over the average window size at the end of time slot
t can be expressed as

Ûk(t + 1) =Eνk(t)

{
Uk(t + 1)

}

=Eνk(t)

{(
1 − 1

tc

)
Uk(t) +

1
tc

Uk(t + 1)
}

=
(

1 − 1
tc

)
Uk(t)

+
Eνk(t)

{
Qk(t) − rk(t)T0

N + νk(t) − πk(t)
}

tc

=
(

1 − 1
tc

)
Uk(t)

+
Qk(t) − rk(t)T0

N + E {νk(t)} − πk(t)
tc

=H (rk(t)) (15)

where Eνk(t){·} is the expectation for expression {·} with re-
spect to νk(t), which can be obtained according to the incoming
traffic characteristics.

Now, if we schedule the kth user with date rate rk(t), we can
predict the average number of dropped packets at the end of
time slot t due to overflow and express it as

D̂k(t + 1) = max
{

0, Ûk(t + 1) − B
}

= max {0,H (rk(t)) − B} = F (rk(t)) . (16)

Letting μk(t + 1) be the estimate of the kth user’s average
PDP at the end of time slot t, then

μk(t + 1) =
D̂k(t + 1) + πk(t)

E {νk(t)} . (17)

Thus, at the beginning of time slot t, we can get the required
data rate rk(t) if we want to meet the PDP requirement μk when
given Ûk(t), πk(t), Qk(t), and queue size B. Furthermore,
we have

μk(t + 1) =
D̂k(t + 1) + πk(t)

E {νk(t)} ≤ μk. (18)

Then, we have

F (rk(t)) ≤ E {νk(t)} · μk − πk(t). (19)

Because F (rk(t)) − πk(t) is a nonincreasing function re-
lated to rk(t), we can express the required rate by

rk(t) ≥ F−1 (E {νk(t)} · μk − πk(t)) = αk(t). (20)

Then, the estimate of the average packet delay for the kth
user can be expressed by Little’s law [16] as

d̂k(t + 1) =
Q̂k(t + 1)
E {νk(t)} (21)

where Q̂k(t + 1) is the estimated actual queue length at the end
of time slot t + 1, and

Q̂k(t + 1) = min
{

B, Ûk(t + 1)
}

= min {B,H (rk(t))} = G (rk(t)) . (22)

Because G(rk(t)) is also a nonincreasing function related to
rk(t), to meet the packet delay requirement dk, we have

d̂k(t + 1) =
Q̂k(t + 1)
E {νk(t)} =

G (rk(t))
E {νk(t)} ≤ dk (23)

rk(t) ≥G−1 (E {νk(t)} · dk) = βk(t). (24)

Thus, when combining (20) and (24), if we have

rk(t) ≥ max {αk(t), βk(t)} (25)

then the average PDP and the average packet delay performance
could be linked together in the system.

B. Formulation

With the foregoing packet-level QoS analysis, we can refor-
mulate the MC PF scheduling problem in Section III as an MC
QPF scheduling problem

max
x

K∑
k=1

log

(
1 +

∑M
m=1 xk,m(t) · rk,m(t)

(tc − 1)Rk(t)

)
(26)

subject to

(I)
K∑

k=1

xk,m(t) = 1, xk,m = {0, 1}

(II) rk(t) ≤ Qk(t) · N
T0

(III) rk(t) ≥ max {αk(t), βk(t)}

where constraint II implies that the scheduler does not serve
the empty queue, and constraint III is used for improving the
average packet delay and the average PDP performance metrics,
as previously analyzed.

C. Cross-Layer Design for QPF Scheduling in OFDM Systems

To solve the QPF scheduling problem, we present a two-
step cross-layer QPF algorithm. First, we modify the greedy
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PF scheduling algorithm described in Section III to ensure
that constraint II in (26) is satisfied. Then, the subcarrier
reassignment procedure is implemented to improve the QoS
performance according to constraint III .

Our modified greedy PF scheduling algorithm is described
as follows. When the mth subcarrier is allocated to the kth user
with data rate rk,m(t) to get the largest PF value, this user’s
queue length is updated by Qk(t + 1) = Qk(t) − ((rk,m(t) ·
T0)/N). If Qk(t) ≤ 0. Then, the queue is empty, and conse-
quently, in the following scheduling steps, this user will not be
served so as not to waste resource. This allocation process is
formalized in Algorithm 2.

Algorithm 2 The modified greedy MC PF scheduling
algorithm

1: Initialization: Let rk(t) = 0 and Ck = ∅ for all k ∈ U ;
2: for subcarrier m = 1 to M do
3: Calculate rk,m(t) for all k ∈ U according to (2);
4: for every user k ∈ U do
5: Calculate the PF value PF(t, k) if user k occupies

subcarrier m according to (8);
6: end for
7: The user getting the largest PF(t, k) is assigned with

this subcarrier, i.e., k̃ = arg maxk(PF(t, k));
8: Update rk̃(t) = rk̃(t) + rk̃,m(t);
9: Update Ck̃ = Ck̃ + {m};

10: Update this user’s queue length by Qk̃(t) = Qk̃(t)−
((rk̃,m(t) · T0)/N);

11: if Qk̃(t) ≤ 0 then
12: Remove this user from the user set, and

U = U − {k̃};
13: end if
14: end for
15: Update Rk(t + 1) for all users;
16: Transmit each user’s packets on the assigned subcarriers

with the corresponding rate.

In the subcarrier reassignment process, we assume that we
get the set of subcarriers allocated to the kth user Ck, i.e., the
corresponding rk(t) and rk,m(t), after performing the previ-
ously modified greedy PF scheduling algorithm at time slot t.
Let Ψ be the user set in which each user’s packet-level QoS
performance constraint III is satisfied, that is

Ψ = {k : rk(t) ≥ max {αk(t), βk(t)}} ⊆ U (27)

and let Ψc = U − Ψ be the user set where each user’s QoS
performance requirement is not satisfied.

If Ψ = U , and each user’s QoS requirement is satisfied,
then the allocation is already optimal; thus, the packets can
be transmitted at the allocated subcarriers with an assigned
data rate. Otherwise, the subcarrier reassignment procedure is
needed. Define SΨ = {m : m ∈ Sk, k ∈ Ψ} as the subcarriers
allocated to the users whose rate limits are satisfied. In this
case, some subcarriers in SΨ should successively be reassigned
to the users in Ψc. To control the subcarrier reassignment
while maintaining good PF performance, we define a new

swap PF value PF (i, j,m) when the mth subcarrier previously
belonging to the ith user (i ∈ Ψ) is assigned to the jth user
(j ∈ Ψc), i.e.,

PF(i, j,m) = log

(
1 +

ri(t) − ri,m(t)
(tc − 1)Ri(t)

)

+ log

(
1 +

rj(t) + rj,m(t)
(tc − 1)Rj(t)

)

+
∑

k �=i,j

log

(
1 +

rk(t)
(tc − 1)Rj(t)

)
. (28)

If the ith user can still satisfy the QoS constraint III , and
the corresponding PF(i, j,m) is the largest among all of the
reassignment attempts, then we can reassign this mth subcarrier
to the jth user. Then the reallocation process continues until its
rate requirement is satisfied or there are not enough subcarriers
that could be assigned to this user if the users in the system are
experiencing deep fading. Specifically, the subcarrier reassign-
ment algorithm is formulated in Algorithm 3.

Algorithm 3 Subcarrier reassignment algorithm

1: for every subcarrier m ∈ SΨ do
2: if m has been allocated to user i ∈ Ψ and ri(m)−

ri,m(t) ≥ max{αi, βi} then
3: Calculate swap PF value for user i and every

j ∈ Ψc according to (27);
4: Assign subcarrier m with the maximal PF(i, j,m)

to the user j, i.e., j = arg maxj∈Ψc PF(i, j,m);
5: Update ri(t) = ri(t) − ri,m(t), rj(t) = rj(t) +

rj,m(t);
6: Update SΨ = SΨ − {m};
7: Update Cj = Cj + {m}, Ci = Ci − {m};
8: if rj ≥ max{αj , βj} then
9: Ψc = Ψc − {j};

10: end if
11: end if
12: end for

D. Qualitative Comparison

Based on the preceding analysis, we can give a general
qualitative comparison of our QPF method with several related
approaches, such as an SC PF scheduler extended for OFDM
systems [6], the original MC PF scheduler [7], the greedy MC
PF scheduler proposed in Section III, a unified method [9],
a utility-based MC scheduler [12], and a MR scheduler [17],
which chooses the user with the largest SNR to occupy the
subcarrier. As shown in Table I, the QPF method is the only
approach to take efficiency, fairness, and QoS into considera-
tion together. Here, the proposed QPF algorithm consists of two
parts, i.e., the modified greedy MC PF algorithm (Algorithm 2)
and the subcarrier reassignment algorithm (Algorithm 3). For
a system with K users and M subcarriers, the complexity of
Algorithm 2 is KM . The worst-case computational complexity
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TABLE I
QUALITATIVE COMPARISON OF THE SEVEN SCHEDULING ALGORITHMS

TABLE II
SIMULATION PARAMETERS FOR THE OFDM SYSTEM

for Algorithm 3 is also KM . Thus, the total computational
complexity of the QPF is at most 2KM , which is still at
the same level with the MR and SC PF methods. On the
other hand, the computational complexities for the original
MC PF scheduler and the utility MC scheduler are MK and
(K − 1)2(M + 1) log2 M , respectively, which are relatively
higher than the QPF method. Thus, the complexity performance
for the QPF is also acceptable even when adding the additional
QoS improvement.

V. SIMULATION RESULTS

In this section, we present the performance results of the
proposed QPF scheduler.

A. Simulation Configuration

Similar to that in [8] and [14], the simulation parameters for
the OFDM system are presented in Table II. The entire system
bandwidth is 20 MHz, which is divided into 256 subcarriers.
Thus, the OFDM symbol time is 16 μs, in which 3.2 μs is the
GI. We group 100 OFDM symbols into an OFDM frame, and
thus, the OFDM frame time is 1600 μs, i.e., T0 = 1600 μs.

The wireless channel is modeled as a six-path frequency-
selective Rayleigh fading channel. Each path is simulated by
Clark’s fading model and suffers from different Rayleigh fading
with the maximum Doppler frequency of 30 Hz, which cor-
responds to the average speed of 4.5 km/h for the carrier fre-
quency of 5 GHz. We also assume that the power delay profile
is exponentially decaying with e−2l, where l is the multipath
index. Moreover, the additive white Gaussian noise (AWGN)
power density is −80 dBW/Hz. Furthermore, the channel that
corresponds to the different users has the same but independent
statistics. We assume that the queue space is 200 packets,

TABLE III
SIMULATION PARAMETERS FOR TRAFFIC

and that the packet length is fixed to 100 bits/packet. The
maximum BER requirement is 10−5.

Three classes of packetized traffic are considered, i.e., video,
voice, and data, and the corresponding traffic parameters are
presented in Table III. The video traffic is modeled by an eight-
state Markov-modulated Poisson process (MMPP) [14]. The
average duration in each state is 40 ms, which is equivalent to
the length of one video frame with a frame rate of 25 frames/s.
The voice traffic is generated according to a two-state ON–OFF
model [14], [18], where the mean ON period is 1 s, and the
mean OFF period is 1.35 s. In the ON state, the voice packet
arrives at a constant rate of 64 kb/s, whereas in the OFF state,
no packet is generated. The data packet is just modeled as a
Poisson process. As in [18], for the video traffic, the delay limit
is 75 ms, and the PDP is 1%. For the voice traffic, the delay
limit is 50 ms, and the PDP is 1%. For the data traffic, it usually
corresponds to the best-effort application. Here, we borrow the
QoS requirement for the WWW model in [9] as its QoS profile,
i.e., the delay limit is 0.5 s, and the PDP is 5%.

Using this simulation model, we compare the performance
of the QPF algorithm with respect to four algorithms with
similar scheduling complexities, namely, the MR scheduler
[17], the unified scheduler [9], the SC PF scheduler [6], and
the greedy MC PF scheduler without QoS constraint proposed
in Section III. All of the simulations were run in Matlab 7.3
on Windows XP with a Pentium-4 2.8-GHz CPU and 512-MB
RAM. Each test case was repeated for 100 trials. From the sim-
ulations, we have calculated the sample mean and the 95% con-
fidence interval. To be noticed, for most simulation points, the
size of the confidence interval has been very small in compari-
son with the sample mean. When these confidence intervals are
included in the figures, they are almost unnoticeable. Further-
more, plotting the confidence intervals deteriorates the readabil-
ity of the figures. Thus, we only plot the confidence interval
in Fig. 3.

B. Performance Results for Video Traffic

First, we present the performance results for the video traffic.
Fig. 3 shows the average system throughput comparisons of
the five algorithms. We define the average system throughput
as the average transmitted bit per second in the system.
As can be seen, the proposed QPF algorithm achieves the
highest throughput among all the algorithms. The MR and the
unified method also achieve a high throughput performance
because their scheduling policies are maximizing the system
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Fig. 3. Average system throughput versus number of users with video traffic.

Fig. 4. Variance of different users’ throughput versus number of users with
video traffic.

throughput. However, their performance results are poorer than
that for the QPF algorithm, particularly in the case of a higher
packet arrival rate. For example, when there are 40 users, the
average system throughput for QPF is 32.1 Mb/s, with a 95%
confidence interval of (31.8 M, 32.4 M). Its throughput is 5%
higher than that of the MR and the unified algorithms, because
when the users increase, the dropped and delayed packets also
increase if there is no QoS control. Because our approach
controls the packet-level QoS, the numbers of dropped packets
and delayed packets are smaller than the other algorithms.
Similarly, the performance for the QPF is also better than that of
the greedy MC PF and SC PF algorithms. It should be noticed
that the greedy MC PF scheduler achieves a higher throughput
than that of the SC PF algorithm because the former uses the
optimal PF criterion for packet transmission in MC systems.

The fairness performance is indicated by the variance of the
different users’ average throughput, as shown in Fig. 4. It can be
observed that the variances for the MR and unified methods are
both much larger than the other algorithms. This means that the

Fig. 5. PDP violation probability versus number of users with video traffic.

throughput differences among the users are much higher when
these two methods are used because they do not perform fair-
ness control in the algorithm design. When observing other PF-
based algorithms, their fairness performance results are much
better due to their capabilities to balance efficiency and fairness
for resource scheduling. Furthermore, when the traffic density
is low, e.g., K ≤ 30, the throughput variances among the
users for all five algorithms are similar to each other, because
under these conditions, an individual user may obtain enough
resources to satisfy its throughput and QoS requirements. Thus,
fairness can relatively easily be achieved. When K > 30, the
variances significantly increase with the user number due to the
resource competition among users. However, the QPF can still
maintain the best fairness performance. This can be explained
by the fact that during the process of QoS control that was
introduced by the QPF, some transmission chances are switched
from the QoS-satisfied users to some other unsatisfied users.
Thus, the packets that would likely be dropped due to the
deadlines missed or overflow when using other algorithms
without QoS consideration are also successfully selected for
transmission by the QPF. Then, when using the QPF algorithm,
the radio resource is allocated in a fairer manner among users.
Whereas the throughput variance for the MR algorithm signif-
icantly increases when there are 40 users. This is because the
MR just select the users with good channel conditions; thus,
some users with bad channel conditions will not get services
when there are a large number of users. Consequently, their
packets will be dropped if the queue space limit or delay limit
is reached. Then, the fairness performance deteriorates.

The PDP performance is shown in Fig. 5 in terms of the
PDP violation probability. Similar to the definition used in
[19], a PDP violation occurs when the calculated average PDP
at the end of one scheduling slot for a particular user is not
satisfied with the predefined requirement. We then define the
PDP violation probability as the ratio of the number of occurred
PDP violations over all the scheduling time slots for all the
users to the total number of calculated PDP over these time slots
for these users. We can see that our proposed algorithm consid-
erably improves the packet-dropping performance, particularly
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Fig. 6. Packet delay violation probability versus number of users with video
traffic.

when the traffic density is high. We also find that the SC PF
method has the worst performance. For example, when there are
40 users, its PDP violation is almost 30%. This result confirms
our analysis that the PF scheduling algorithm designed for an
SC system cannot directly be used for the multimedia traffic
in an OFDM system due to its lower throughput performance
as well as its inability to adapt to the queue state. Similarly,
the average delay performance is shown in Fig. 6 in terms of
the packet delay violation probability in the system, which is
defined as the ratio of the number of occurred delay violations
over all the time slots for all the users to the total number of
calculated packet delay over these time slots for these users.
Here, the packet delay violation probability of the proposed
QPF method is the smallest among all the algorithms because
it can control the packet-level QoS and schedule the packets
according to the CSI as well as QSI.

C. Performance Results for Heterogeneous Traffic

To demonstrate the performance of the proposed scheduling
scheme in a heterogeneous traffic environment, we simulate
a system in which the voice, video, and data traffic flows are
transmitted at the same time, where the video traffic occupies
40% of the total traffic, and the voice and data traffic each
occupies 30%. In Fig. 7, the average system throughputs of all
these algorithms increase with the increasing number of users
due to the utilization of multiuser diversity. More importantly,
the proposed QPF algorithm has the best performance. The
fairness performance is shown in Fig. 8. Because the packet
incoming rates for the different types of traffic are different,
the variance of throughput in terms of heterogeneous traffic
is larger than that in terms of homogeneous video traffic.
Thus, the fairness performance for the QPF decreases when
using the heterogeneous traffic. However, the proposed QPF
algorithm still outperforms the other algorithms. Furthermore,
the PDP violation probability in Fig. 9 and the delay violation
probability in Fig. 10 for QPF are also smaller than that of the
other algorithms. Thus, the QPF algorithm achieves the best

Fig. 7. Average system throughput versus number of users with heteroge-
neous traffic.

Fig. 8. Variance of different users’ throughput versus number of users with
heterogeneous traffic.

performance in terms of average system throughput, packet
delay, and PDP with a relatively low computational complexity.

D. Impact of Average Window Size tc

As described in [5], for the SC PF algorithm, tc is related
to the maximum time for which a user can be starved during
poor channel conditions. Thus, the scheduler usually chooses a
large tc, e.g., 1000T0, to wait long for a user’s channel condition
to improve so as to consequently increase the total throughput.
However, in MC systems, this requirement can be relaxed due
to the high capacity to combat the channel fading for OFDM
systems. Furthermore, the QPF algorithm has QoS control and
can schedule users to improve their QoS performance. Thus,
the impact of the average window size here is not as important
as that in an SC system. In Table IV, we show the simulation
results for the QPF algorithm with 40 video users in terms of
different tc values. We can see that the performance results with
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Fig. 9. PDP violation probability versus number of users with heterogeneous
traffic.

Fig. 10. Packet delay violation probability versus number of users with
heterogeneous traffic.

TABLE IV
IMPACT OF tc ON THE QPF ALGORITHM

different window sizes are similar. Thus, we choose a shorter
average window size, i.e., tc = 10T0, in the above simulations.

VI. CONCLUSION

In this paper, a cross-layer packet-scheduling algorithm
called QPF has been proposed for the multimedia services in a
multiuser OFDM system based on the different users’ channel
conditions, as well as their queue states. The design objective

of the QPF is to achieve PF in the system while improving
the different user’s packet-level QoS performances. With the
consideration that the traditional SC PF method is not suitable
for the OFDM systems, we have proposed an efficient greedy
method based on the MC PF criterion with a relatively low
computational complexity to allocate subcarriers to different
users in order to achieve PF. Then, based on the analysis of
the packet-level QoS performance, a subcarrier reassignment
procedure has been proposed to improve the QoS performance.
Through mathematical analysis and simulation, we find that
MC PF scheduling is more suitable than the SC PF method
in OFDM systems. Furthermore, we find that the benefits
of introducing QoS control into PF scheduling for OFDM
transmission are threefold. First, the occurrences of packet
overflow and deadlines missed significantly decrease, and thus,
the delay and PDP performances are improved. Second, with
the decrease of failed packets, the throughput performance also
correspondingly increases. Third, the radio resource can be
allocated to users in a fairer manner when more users become
satisfied with their QoS performances. Therefore, the cross-
layer QPF packet-scheduling method with low complexity can
be used in the OFDM system to achieve good performances in
terms of throughput, average PDP, packet delay, and fairness.
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