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Abstract: In this work, a numerical procedure based on the continuum model is developed and applied to the sol-

vation energy for ground state and the spectral shift against the position and the orientation of the interfacial mole-

cule. The interface is described as a sharp boundary separating two bulk media. The polarizable continuum model

(PCM) allows us to account for both electrostatic and nonelectrostatic solute–solvent interactions when we calculate

the solvation energy. In this work we extend PCM to the interfacial system and the information about the position

and orientation of the interfacial molecule can be obtained. Based on the developed expression of the electrostatic

free energy of a nonequilibrium state, the numerical procedure has been implemented and used to deal with a series

of test molecules. The time-dependent density functional theory (TDDFT) associated with PCM is used for the elec-

tron structure and the spectroscopy calculations of the test molecules in homogeneous solvents. With the charge dis-

tribution of the ground and excited states, the position- and orientation-dependencies of the solvation energy and the

spectrum have been investigated for the interfacial systems, taking the electrostatic interaction, the cavitation energy,

and the dispersion–repulsion interaction into account. The cavitation energy is paid particular attention, since the

interface portion cut off by the occupation of the interfacial molecule contributes an extra part to the stabilization

for the interfacial system. The embedding depth, the favorable orientational angle, and the spectral shift for the inter-

facial molecule have been investigated in detail. From the solvation energy calculations, an explanation has been

given on why the interfacial molecule, even if symmetrical in structure, tends to take a tilting manner, rather than

perpendicular to the interface.
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Introduction

The chemical processes occurring at interfaces between two im-

miscible liquids are well known to play an important role in

many fields such as catalysis chemistry and biochemistry.1 Vari-

ous analytical techniques have been applied to reveal the charac-

teristics of liquid/liquid interface. Linear and nonlinear laser

spectroscopy by time-resolved total internal reflection fluores-

cence,2–5 sum frequency generation,6–9 and second harmonic

generation (SHG)10–18 spectroscopy have been intensively used

to draw information on liquid/liquid interfaces at the micro-

scopic level. In the recent years, Wang and Eisenthal reported

the average polarity model for the liquid interfaces from their

experimental observations with SHG14; Later on, Steel and

Walker used a series of so-called molecule ruler to measure the

interfacial width11,12,15 and Ishizaka and Kitamura studied the

interfacial solvent relaxation behaviors using molecule probes.5

On the other hand, many theoretical studies of physical and

chemical processes occurring at interfaces were carried out. In

this aspect, some authors used molecular dynamic simulation

(MD)19–25 and a two-sphere model26 to study the molecular

behaviors at the interface and gained some instructional results.

Recently, some authors used PCM approach to study solvation

energy,27 excited energy28 at the interface and the rate constant

in heterogeneous dielectric environments.29

If the molecule-interface interaction is stable, the average

effect will play an important role, and the interfacial dielectric
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property can address the average effect very well. On the other

hand, the experimental technique of interfacial spectroscopy has

been providing important information of the liquid interfaces as

mentioned above, so it is important to study the relationship

between the spectroscopy and the dielectric property at interface.

For the homogeneous solvent, continuum model serves the pur-

pose of studying the solvent effects and it has been widely used

to deal with the molecular structures and reactions in condensed

phase in the last decades.30–33 At the same time, There was

some development to deal with interfacial processes within the

framework of continuum model,19,27,28,34 and some useful arith-

metic has been provided, such as integral equation formulation

PCM (IEF-PCM) for interface case. In this article, we develop a

numerical approach based on continuum model to study the

behaviors of the interfacial systems, based on our new deriva-

tions of nonequilibrim solvation.

Several typical molecules that were used to study interfacial

properties by Steel and Wang are chosen in this study.11,14,15

Various interfaces, e.g., air/water, cyclohexane/water, and hep-

tane/water have been taken into account. A common conclusion

drawn from the experiments and MD studies is that the stabi-

lized interfacial molecule adopts the tilting manner at the inter-

face, so we need to see insight into the mechanism. The goal of

the present article is to investigate the most possible orienta-

tional angle of the molecule tilting at the interface, the embed-

ding depth of the ground state molecule and the spectroscopic

properties of the interfacial systems. From the solvation energy

calculation of the ground state, the most possible location and

orientation of the molecule can be predicated. One of the most

important points in this report is that there are two competing

factors that influence the orientational angle of the molecule at

the interface: the molecular polarity and the cavitation energy.

Intuitively, the molecular dipole tends to stand at the interface

perpendicularly, with the hydrophilic group pointing to the more

polar medium. However, a number of experimental observations

revealed the tilting orientation of the interfacial molecules,

hence some explanations should be given for this behavior. The

present study shows the first time that the tilting manner of

the molecule can reduce the cavitation energy, and thus brings

the system a lower total energy and stabilizes the system. In

bulk solution, as many authors indicate, the solute is subject to

isotropic forces and the continuum model can describe the solute

behavior validly.12 However, at an interface, short-range interac-

tions between a solute and its surroundings can lead to dramatic

changes in solute properties. A more precise demonstration for

those forces is very complicated; hence the present study is

aimed at the qualitative and semi quantitative conclusions.

Theory

Continuum Model for Interfacial System

Adopting the numerical solution of the Poisson equation for a

solute molecule embedded in an arbitrary cavity, the complete

implementations of PCM are in such as Gaussian and Gamess

packages.35–37 Variables of the PCM on the homogeneous bulk

solvent have been elaborated in many literatures.28,35–37 With

PCM, the bulk of the solvent is described as a polarizable con-

tinuum characterized by its dielectric constant and by other mac-

roscopic quantities. Here we only give the key formulations and

show our extension to the interfacial system. Because several

experiments and theoretical studies suggested the that liquid/liq-

uid interfaces are molecularly sharp,21,38,39 we suppose the liq-

uid/liquid interface a simple ideal plane. We construct the inter-

facial cavity in the following way. The solute inserts a cavity

formed by interlocking spheres and the cavity crosses the planar

interface. The cavity surface and the plane are then partitioned

into small elements called tesserae (see Fig. 1). In ref. 28, some

authors presented the procedure with IEF-PCM. Such a method

is based on the Green’s function, and the interface between the

two dielectrics is embedded into the Green’s function. Here we

adopt the D-PCM (D refers to dielectric) method for conven-

ience.

PCM allows one to compute the solvation energy of the sys-

tem as a sum of distinct contributions30

G ¼ Gel þ Gcav þ Gdis þ Grep (1)

where Gel is the electrostatic interaction energy. Gcav denotes

the surface work spent to create the cavity in the continuous me-

dium, called the cavitation energy, which is given by

Gcav ¼
Xspheres
j

 
AS1
j

4pl2j
GS1

j þ AS2
j

4pl2j
GS2

j

!
� AplanecS1=S2 (2)

In eq. (2), j runs over the spheres forming the cavity, lj is the ra-

dius of sphere j with an area AS1
j exposed to the solvent 1, AS2

j

Figure 1. Schematic depiction of molecular ruler surfactant at inter-

face (a) and the orientation of the inertial principle axis Z and the

embedding depth d of the molecular mass center into the water

phase (b).
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has the similar meaning but for solvent 2. GS1
j and GS2

j in eq.

(2) is the parameterized cavitation energy for a sphere of radius

lj in solvents 1 and 2 respectively.40 Unlike the usual PCM

approach, special attention should be paid to another quantity,

Aplane, which is the area of the interface portion cut off by the

occupation of the molecule into the media (see Fig. 1). Here cS1/
S2 denotes the interface tension between solvents 1 and 2. The

last term in eq. (2) indicates a decrease of the free energy and it

gives rise to the stabilization of a molecule at the interface. In

the usual case, a tilting conformation of the molecule at the

interface will produce a larger value of Aplane than the perpen-

dicular manner. From this viewpoint, the most favorable orienta-

tion of the interfacial molecule is to lie at the interface, reaching

a largest value of this term. Gdis and Grep in eq. (1) are solute–

solvent dispersion–repulsion interactions respectively, and their

classical approximations are proposed as41–43

GdisðrepÞ ¼
Xsoluteatoms

a

Xsolventatoms

s

Kas

�
� A

z6
þ C expð�azÞ

�
(3)

where

z ¼ Ras=R
0
as

A ¼ 0.214, C ¼ 47,000 (Gdis(rep) is in kcal/mol), Ras is the dis-

tance between a and s atoms. Kas, R
0
as depends on a set of atom–

atom parameters such as those proposed by Caillet and Claverie

on the basis of crystallographic data.43

The electrostatic contribution Gel plays the central role

and needs more attention. The total electrostatic free energy is

given by

Gel ¼ 1

2

Z
q�dV ¼ 1

2

Z
qwdV þ 1

2

Z
qudV (4)

where q is the solute (free) charge distribution, F the total elec-

trostatic potential, w the potential due to solute charge in vac-

uum, and u the polarization potential. In the present work, the

solute charge distribution is assumed fixed for a specific state,

without considering the influence from the polarization of the

solvent. Under this approximation, 1/2 $qwdV remains a constant

when we change the orientational angle and the position of the

interfacial molecule. In fact, this quantity is involved in the

quantum mechanical calculation. Most conveniently, the polar-

ization potential u is represented in terms of polarization

charges placed at the centers r0 of the surface tesseraes,30

uðrÞ ¼
Xtesseraesnumber

i

qðiÞ
jr� r0j (5)

Polarization charge q(i) depends on the solute charge distribution,

the dielectric constant, and the cavity shape. Unlike the homogene-

ous medium, the polarization charge spreads on the tesseraes of

both the cavity surface and the planar interface. Within the PCM

framework, there are many mathematical approaches used to deter-

mine the polarization charges, but we take the following form44,45

Dq ¼ b (6)

where the column vector q collects the polarization charges, but

b collects the normal components of the solute electric field at

the tesseraes. The square matrix D is related to cavity geometry

and to the solvent dielectric constants. When we tend to the

interfacial situation, we have

Dii ¼ 2p
ai

eII þ eI
eII � eI

þ
ffiffiffiffiffiffiffiffiffi
ai
4pl2i

r8>>: 9>>;
for the tesseraes on the cavity surface and

Dii ¼ 2p
ai

eII þ eI
eII � eI

for the tesseraes on the interface plane. In practice, the outer

part of the infinite interface is truncated to make the tesseraes

on the interface limited. The off diagonal element of the D ma-

trix is given by

Dij ¼ ðri � rjÞ � ni
jri � rjj3

ði 6¼ jÞ (7)

Besides, the element of b is of the following form,

bi ¼ �
X
k

QðkÞ ðri � RkÞ � ni
jri � Rkj3

(8)

In the above equations, ai is the area of tesserae i, li the radius

of spherical cap of tesserae i, ni the outer normal of the tesserae

i, eI and eII the dielectric constants of the media inside and out-

side of tesserae i respectively, judged by ni, and Q(k) the net

charge of atom k at position Rk.

The cavity construction for the interfacial system in this

work needs to be stated. As shown in Figure 1, the surface on

which the polarization charges spread includes two parts, inter-

locking spheres and a planar interface. For the former, the well-

known GEnerating POLyhedra (GEPOL) procedure46 has been

used with the van der Waals radii being scaled by a factor of

1.2. Each sphere is divided into 240 tesseraes in order to guaran-

tee the computation precision. For the partition of the planar

interface, we take a square region of 135.17 � 135.7 a.u.2 into

account. This region is further divided into two subregions. In

the inner subregion, 45 � 45 a.u.2, is divided into 30 � 30 equal

square grids with an area of 1.5 � 1.5 a.u.2 for one grid, which

is 4 times bigger than the area of cavity tessera. The screen

effect and the fast attenuation of the electric field outside the

cavity allow us to take such bigger area for remaining appropri-

ate weight of elements in D matrix. Considering that the outer

part is less important in evaluating the solvent effect, the outer

subregion is separated in such a way that every ring contains

29 � 4 adjoining squares. Up to 16 rings, the border length of

the total plane is 135.17 a.u. The cavity diameter of the test

molecules selected in this work are found less then 24 a.u., so

the plane defined in this work is 135.17 � 135.17 a.u.2. In order

to guarantee the convergence of the electrostatic free energy, we

inspect the dependence of the free energy on the cut off radius

c. Figure 2 shows the numerical results of DEPNA system with
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a perpendicular pattern. It is found that the electrostatic free

energy keeps almost unchanged when the cut off radius goes

beyond 20 a.u.

It is obvious that when the interlocking sphere cavity intersects

the plane, some tesseraes at the joint will be severed, but the tes-

seraes are still taken as unbroken and no further treatment is per-

formed here. Calculated result shows the construction of the cav-

ity and the plane can provide an enough computation precision.

Nonequilibrium Solvation and Spectral Shift of Absorption

When a vertical excitation of the molecule occurs, the solute

electronic transition is much faster than the reorientational

motion of the solvent molecules. To consider such a retardation

of polarization, two components of the polarization are consid-

ered: the fast one and the slow one. The fast component of the

solvent polarization is able to adjust and match excitation of the

solute, whereas the slow component of the polarization related

to the orientational motion of the solvent molecules remains

fixed as in the ground state. To describe this nonequilibrium

phenomenon within the framework of continuum model, the

polarization charge qe(i) corresponding to the excited state is

split into two distinct parts,44,45

qeðiÞ ¼ qgslowðiÞ þ qefastðiÞ (9)

where qgslow (i) is the slow component of the polarization charge

at ground state, i.e.,

qgslowðiÞ ¼ qgðiÞ � qgfastðiÞ (10)

Here qg denotes the total polarization charge of the ground state

and it can be gained using the procedure mentioned above, by

setting eI and eII the static dielectric constants of the inner and

outer medium and {Q(k)} the solute charges of the ground state.

In the parallel way, qgfast can be obtained by setting eI and eII the
corresponding optical dielectric constants. In eq. (9), qefast repre-
sents the fast component of polarization charge at excited state.

It is gained by using the solute charges {Qe(k)} instead.

For the ground stste, the total free energy is written as fol-

low30

Gg ¼ 1

2

Xtesseraes
i

Xatoms

k

QgðkÞ qgðiÞ
jri � rkj þ Gg0

el þ Gcav þ Gdis þ Grep

(11)

Gg0
el is the self-energy of the solute charges at ground state in

vacuum, and hence the solvation energy of the ground state can

be defined as

�Gg ¼ Gg � Gg0
el (12)

At the excited state, the electrostatic free energy, Ge
el, is related

to the so-called nonequilibrium solvation. In a series of our pre-

vious papers, an expression for this quantity was derived to the

following form,44,45,47,48

Ge
el ¼

1

2

Z
qe�e;nondV ¼ 1

2

Z
qeue;nondV þ 1

2

Z
qewedV (13)

Like the ground state case, we call the last term in eq. (13) the

self-energy of the solute charges at the excited state in vacuum

and denote it Ge0
el . The other parameters appearing in eq. (13)

have the similar meanings as eq. (4). Discretization of the first

integral of the right hand side of eq. (13) can be made, and the

electrostatic free energy at the excited state is thus given by44,45

Ge
el ¼

1

2

Xtesseraes
i

Xatoms

k

QeðkÞ q
gðiÞ � qgfastðiÞ þ qefastðiÞ

jri � rkj þ Ge0
el (14)

When the cavitation energy and the solute–solvent dispersion–

repulsion energies are supposed to unchanged during the excita-

tion, the maximum band of the absorption of a molecule can be

written as

hvab ¼ Ge � Gg ¼ hv0ab þ�hvab (15)

with

hv0ab ¼ Ge0
el � Gg0

el

and

�hvab ¼ 1

2

Xtesseraes
i

Xatoms

k

"
QeðkÞ q

gðiÞ � qgfastðiÞ þ qefastðiÞ
jri � rkj

� QgðkÞ qgðiÞ
jri � rkj

#
ð16Þ

where hv0ab represents the absorption of a molecule in vacuum,

and hvab measures the spectral shift. In the following sections,

some details on program implementation will be described, and

then this procedure will be applied to the several test molecules,

Figure 2. Contribution of electrostatic free energy caused by the

existence of air/water interface for DEPNA system. c is the cut off

radius in a.u. h ¼ 08 and d ¼ 0. c ¼ 0 indicates the neglect of the

interface contribution.
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N,N-diethyl-p-nitroaniline (DEPNA), p-nitrophenol (PNP), p-
nitroanisole (PNAS), C2 (a surfactant anion containing 2 methyl-

ene groups), and C2H (a hydrogen is attached to the unsaturated

oxygen atom connecting sulfur atom in C2 anion) (Scheme 1).

All the five test molecules have the same chromophore. We take

the inertial principle axis Z for each molecule for the conven-

ience of discussion. We define the direction of Z pointing from

the hydrophilic group to the hydrophobic one (from the bottom

to the top in Scheme 1).

Results and Discussions

Time-dependent density functional theory (TDDFT) in Gaus-

sian0349 was used for the calculation in homogeneous solvent.

Using the B3LYP functional with the 6-31þG* basis sets, the

geometry optimizations of the five molecules, DEPNA, PNP,

PNAS, C2, and C2H, as shown in Scheme 1, have been per-

formed in vacuum. With the optimal geometries, electronic

structures of those species have been calculated in homogeneous

solvents, water, cyclohexane, and heptane. PCM is adopted for

the solvent effect. The results are collected in Table 1.

Here we illustrate the way through which we perform the

calculation for the interfacial molecule. The charge distributions

of ground and excited states of the test molecules in water,

cyclohexane, and heptane have been determined with the

B3LYP functional and 6-31þG* basis sets. The used static and

optical dielectric constants are also listed in Table 2.

We choose the proper excited state to calculate the interfacial

properties considering two reasons, one is the oscillator strength

for the transition and the other is the orbital transition character

consistent with the fact that the change of electronic structure

occurs at PNAS-based chromophore.11 The selected transitions

with large oscillator strength are given in Table 1. It is seen that

the transitions are assigned S0 ? S1 or S0 ? S2 except C2 in

vacuum. If the oscillator strength of transition S0 ? S1 is negli-

gibly small, we choose the transition S0 ? S2 for our study (see

Table 1). But we can see the oscillator strength and excited

energies of C2 in vacuum is very disordered, so we choose the

bulk cyclohexane result of C2 for the further calculation. For

comparison, we take the result of bulk cyclohexane for C2H

also. The frontier molecular orbitals included in the transitions

are presented in Figure 3.

From eq. (2), we can see Gcav is the sum over all the atoms.

This energy is proportional to the areas of the boundary. For the

first term of eq. (2), we only need to get the areas embedding in

the media for each sphere, thus the Gcav in the cavity part will

be gained. On the other hand, the second term, �AplanecS1/S2 in

eq. (2), is contributed from the planar interface. Here Aplane is

simply the area cut off by the interlocking spheres. The interface

tension cS1/S2 is expressed as

cS1=S2 ¼ jcS1 � cS2j (17)

Here cS1 and cS2 are the surface tensions of the bulk solvents 1 and

2 respectively. The values of them are collected in Table 2.50

Equation (3) is a discrete expression for Gdis(rep), the sum is

over all the atoms of the solute and solvent molecules. The sol-

vent molecules are put on the grid points of the lattice and

encircle the solute molecule. The radii of the locking spheres

are adjusted to fit the bulk results given by Gaussian03. For all

the calculation, we take the cutoff radii42 (the dispersion–repul-

sion energy induced by the further solvent molecules is

neglected) being larger than 20 a.u.

The solute charge distributions for ground and excited states

are the key quantities in calculating the electrostatic free energy

of the ground state and the spectral shift of absorption. TDDFT

has the advantage in the excitation energy calculations for a sole

molecule, but there is still no reliable method associated with

TDDFT for the calculation of charge distribution of an excited

state. In order to obtain this quantity, the one-particle density

calculation has been executed at present (keyword ¼ RhoCI in

gaussian03),49,51 RhoCI is a method used to get the first order

density for TDDFT, so the charge distribution gained in this

way is rather rough. Of course, CIS is another option, but the

excited energy and charge distribution given by CIS is found

very bad for our following work. A self-consistent reaction field

(SCRF) program for the present interfacial systems is not avail-

able yet; therefore, we take the vacuum or bulk results calcu-

lated by Gaussian03 as the input in our procedure. From Table

1, we can see that the properties of the excited states in vacuum

and in different bulks are similar for DEPNA, PNP, PNAS and

C2H, but C2 is an exception. On the other hand, the experiment

gives the similar spectral results because all of the molecules

have the same chromophore except DEPNA. So we take the

vacuum results for DEPNA, PNP and PNAS, whereas the charge

distributions in bulk cyclohexane for C2H and C2 considering

that C2H is a substitute of C2 (see Table 1).

In the above, we have investigated the properties of excited

states of the test molecules in different bulk solvents using

Gaussian03. Now we extend our calculation to the interfacial

cases. The initial position of the molecule at interface is set

such that the Z coincides with the normal of interface (h ¼ 0,

see Scheme 1) and the mass center of the molecule is located at

the interface (d ¼ 0). From our calculation, it is seen that the

axis Z roughly superposes with the molecular dipole moment,

depending on the molecular shape. Beside the position of mass

center and the orientation angle, the rotation of the molecule

around Z possibly applies influence to the results, but it is

expected comparatively less important, and thus such a rotation

is not included in the present discussions. For the fixed values

of d and h, we can calculate the solvation energy and the spec-

tral shift of absorption Dhvab [see eq. (16)] by performing the

Scheme 1.
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single point calculations. Separate codes have been developed

for the calculations of the interfacial systems based on the for-

mulations mentioned above. After the TDDFT calculations asso-

ciated with PCM in homogeneous solvent by means of gaus-

sian03, the charge distribution of the molecules are brought to

the calculation for the interfacial behaviors.

Table 1. Dipoles of Ground and Excited States and Absorbance of Species.

Dg/Debye
a Transb f c

k/nm Dhv/kcal mol

De
dCalcde Exptf Calcdg Expth

DEPNA

Vacuum 8.78 S1
i 0.43 355 329 0.0 0.0 22.17

Water 12.23 S1 0.56 410 429 �10.8 �20.5 25.63

cyclohexane 10.04 S1 0.54 383 �5.9 23.86

Heptane 9.96 S1 0.53 381 359 �5.5 �6.7 23.77

PNP

Vacuum 5.59 S1 0.00 330

S2
i 0.27 294 0.0 16.67

Water 7.50 S1 0.35 327 318 �5.3 18.63

Cyclohexane 6.32 S1 0.00 325

S2 0.35 311 �0.8 17.54

Heptane 6.26 S1 0.00 325

S2 0.34 310 �0.5 17.48

PNAS

Vacuum 6.43 S1 0.00 331

S2
i 0.30 302 0.0 18.22

Water 8.38 S1 0.38 337 318 6 2 �9.5 20.36

Cyclohexane 7.20 S1 0.00 325

S2 0.38 321 295 6 2 �5.5 19.16

Heptane 7.15 S1 0.00 326

S2 0.37 319 �5.0 19.11

C2

Vacuum 9.67 S1 0.00 451

S2�S4 <0.08

S5 0.20 325

Water 12.44 S1 0.42 350 18.31

Cyclohexane 10.77 S1 0.00 367

S2
i 0.31 355 18.45

Heptane 10.70 S1 0.00 371

S2 0.29 356 18.81

C2H

Vacuum 9.47 S1 0.00 331

S2 0.32 300 0.0 21.31

Water 12.48 S1 0.39 335 318 6 2 �11.0 24.29

Cyclohexane 10.59 S1 0.00 326

S2
i 0.39 317 295 6 2 �5.2 22.30

Heptane 10.51 S1 0.01 326

S2 0.38 316 �4.9 22.34

aDipole moment of the ground state. The direction is from the NO2 group to the substituent group linked to the

benzene ring.
bAll the transitions are from S0. The transition is mainly from HOMO to LUMO for all species, except C2. The

transition for C2 is mainly from HOMO to LUMO in water, and from HOMO-1 to LUMO in cyclohexane and

heptane. Please see Fig. 3 for the frontier molecular orbitals.
cOscillator strength calculated for the specified transition.
dDipole moment of specified excited state. The direction is from the NO2 group to the substituent group linked to

the benzene ring.
eAbsorption wavelengths calculated.
fExperimental absorption, from refs. 11 and 14.
gBulk Spectral shift calculated by Gaussian03,49 minus sign undicates the red shift.
hExperimental spectral shift.
iState whose charge distribution is chosen as {Qe(k)}, without distinguishing the solvents, but the solute charge for

the ground state is given by Mulliken population analysis for the individual solvent.
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According to our procedure developed in this work, the posi-

tion and orientation dependencies of the solvation energy of the

ground state and the spectral shift of the absorption of DEPNA

at air/water interface, in the region of h ¼ 0–908, are shown in

Figures 4a and 4b. There is an obvious low-lying domain in the

solvation energy surface, and the lowest point is located at the

point of d ¼ �2 a.u. and h ¼ 808, but the energy minimum is

very shallow, being only about 3.3 kcal/mol (see Fig. 5). When

the cavitation energy and the solute–solvent dispersion–repulsion

interactions are ignored, no energy minimum is found. This

implies that the molecule will tend to move towards the water

phase with a large value of d. This seems just the similar con-

clusion drawn by Benjamin using the spherical cavities, consid-

ering only the electrostatic contribution.26 This reminds us that

the surface energy possibly plays an important role in stabilizing

the interfacial molecule. Figures 4c and 4d extend the calcula-

tions of the solvation energy and spectral shift to the region of

90–1808. The change of spectral shift is almost monotone

against d and h and the limit of this quantity is �23 kcal/mol in

bulk water, being higher than the value of �10 kcal/mol by

TDDFT in bulk water (see Table 1), but closer to the experi-

mental estimation of �20 kcal/mol.14 A possible explanation for

the difference between our result and the one by TDDFT is that

the Mulliken population analysis overestimates the dipole

moment variation from ground state to the excited one and

hence leads to a larger spectral shift. However, it seems to us

that some errors in our treatment cancel out and finally we gain

the value closer to the experimental measurement. A negative

value of this quantity here indicates a red shift with respect to

the vacuum absorption.

The absorption peak and the average orientational angle can

be estimated in the following way,24,26

�hvab;max ¼ h�hvabðrÞi ¼
R
�hvabðrÞ exp½�b�GgðrÞ�drR

exp½�b�GgðrÞ�dr (18)

hav ¼ hhðrÞi ¼
R
hðrÞ exp½�b�GgðrÞ�drR
exp½�b�GgðrÞ�dr (19)

Here, we take the spectral shift in vacuum the zero. b ¼ 1/kBT,
with kB being the Boltzmann’s constant at room temperature.

Thus, for DEPNA, the calculated result for Dhvab,max is �11.9

kcal/mol. And it is consistent with the experimental result, �10

kcal/mol.14 It needs to say, because the spectral shift depends on

the position and orientation of interfacial molecule strongly, all

of the components of the solvation energy displayed in eq. (1)

are important.

Using eq. (19), we gain an average orientational angle of

about 688, being in comparative agreement with the experi-

mental fitting of 558 52 and the value of 738 from molecular

dynamics.21 In our previous paper,48 linear interpolation is

used to estimate the spectral shift for the interfacial molecule

on the basis that the absorptions in both bulk media are known

as the experimental values. In that paper, a single sphere

description gave an estimation of orientational angle of �258
for the DEPNA molecule at the air/water interface when the

spherical center is assumed at the interface. In our previous

work,48 a value of �408 was thought rational, but the later

measurement seems support a larger value. For comparison,

we give the spectral shift against the orientational angle in

Figure 6. When the mass center of DEPNA is set at the inter-

face, the single sphere model48 and the present numerical

treatment (d ¼ 0) present some different features for the

orientation dependency of the spectral shifts of absorption, as

shown in Figure 6. A possible explanation is the neglect of

the cavitation energy and the use of a spherical cavity. How-

ever, both models give qualitatively reasonable descriptions

for the interfacial phenomena.

Table 2. Static and Optical Dielectric Constants and Surface Tension.a

es eop c (dyn/cm)

Water 78.36 1.78 72.88

Air 1.00 1.00 0.00

Cyclohexane 2.05 2.03 26.78

Heptane 1.92 1.92 20.06

aData are taken from ref 50 at temperature of 208C.

Figure 3. Frontier orbitals. HOMO (a) and LUMO (b) of DEPNA, HOMO (c) and LUMO (d) of

PNP, HOMO (e) and LUMO (f) of PNAS, HOMO (g) and LUMO (h) of C2, and HOMO (i) and

LUMO (j) of C2H.
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An analytical model, e.g., two-sphere or single-sphere model,

cannot take the change of AplanecS1/S2 into account. This term

has been given in eq. (2) and it contributes an extra part to the

stability of the molecule at the interface, owing to the elimina-

tion of the interface portion within the cavity. In ref. 27, a study

on phase transfer energy (solvation energy) using PCM has been

reported. The neglect of the term of AplanecS1/S2 also predicts a

global minimum of solvation energy at the perpendicular orien-

tation. This indicates the significance of taking the term of

AplanecS1/S2 into account. Now we survey the stability by consid-

ering the solvation energy with and without the contribution

from the quantity AplanecS1/S2. We have calculated preponderant

orientation angle and embedding depth for interfacial molecule

by using the procedure developed here. We consider different

cases: (a) calculating the solvation energy contributed by only

the electrostatic free energy, Gel in eq. (1), (b) including all the

contributions of the solvation energy, except the term AplanecS1/S2,
and (c) complete inclusion of all the contributions. The solvation

energies for these three cases of DEPNA at air/water interface

are given in Figure 7. It is seen that if we only consider the

electrostatic interaction only, the solvation energy monotonously

decreases along the increasing of the embedding depth of the

molecule into the water phase (curve A in Fig. 7a). This indi-

cates the molecule intends to entirely embed into the water side.

On the other hand, from Figure 7b, we can see that the solvation

energy monotonously increases with the increasing of the orien-

tation angle. The energy minimum is close to h ¼ 0, but the sol-

vation energy is not sensitive to h in the range of h ¼ 0 � 608
(see curve D in Fig. 7b). We further take the electrostatic, cavi-

tation and dispersion–repulsion contributions into account, but

exclude the contribution of energy raised by cutting off a part of

the interface plane [the last term at the right hand side of eq.

(2)]. In this case, a minimum of the solvation energy appears at

certain embedding depth (curve line B in Fig. 7a).

This means that the molecule can stand at the interface.

However, at a fixed value of d, the solvation energy still monot-

onously increases along the increasing of the orientation angle

(see curve E in Fig. 7b). This means the interfacial molecule

will swing around h ¼ 0, differing from the experimental obser-

Figure 4. The d and h-dependencies of solvation energy of ground state (a) and spectral shift of

absorption (b) of DEPNA at air/water interface in the region of h ¼ 08 � 908. (c) and (d) extend the

calculation to the region of h ¼ 908 � 1808. DGg is in kcal/mol, d in a.u., and h in degree.

Figure 5. The h-dependency of solvation energy at d ¼ �2 a.u.

Figure 6. The change of spectral shift of absorption against the ori-

entational angle at air/water interface with the single sphere model48

(solid line) and the present numerical treatment with the mass center

at the position of d ¼ 0 a.u. (open square).

205Orientation and Absorption Spectrum of Interfacial Molecules

Journal of Computational Chemistry DOI 10.1002/jcc



vations.14 Finally, we take the contribution from the elimination

of the interface portion, AplanecS1/S2, into account as well. Curves

C and F in Figure 7 show the calculated results of the solvation

energy. The minimum appears at the point corresponding to

some values of d and h. From the analysis made here, we see

that the contribution of solvation energy by cutting off the inter-

face portion is very important in determining the depth and ori-

entation angle. This analysis gives a reasonable explanation on

why the interfacial molecules usually take the tilting conforma-

tion at the interface, rather than being perpendicular to it, just as

those observed in experiments.

Similar calculations have been carried out for the other inter-

facial systems. The solvation energies and the spectral shifts are

collected in Figure 8. In Figures 8a and 8b, the solvation energy

and the spectral shift are evaluated for PNP at heptane/water

interface. Our calculation shows that the air/water and cyclohex-

ane/water cases (not showed here) exhibit features similar to the

heptane/water case. We take heptane as an example to perform

the calculations because its data of cavitation energy and solute–

solvent dispersion–repulsion interactions can be obtained by

using Gaussian03, but its experimental result is not available.

Because octane and heptane have similar structures and dielec-

tric properties, we take the experimental results at water/octane

interface to compare with the calculated results at heptane/water

interface. When the mass center of PNP is set at the heptane/

water interface (d ¼ 0), the energy minimum appears at h ¼
808, and the corresponding spectral shift is �15.6 kcal/mol. This

value is approximately the average of the calculated bulk limits,

�17.3 kcal/mol in water and �13.5 kcal/mol in heptane. This

feature is qualitatively consistent with the experimental observa-

tion for PNP at octane/water interface. From the present calcula-

tion, the spectral shift difference in bulk water and in bulk hep-

tane is 3.8 kcal/mol. Although no experimental data of heptane

available for the direct comparison, we can find an analogous

molecule, octane, for this purpose. The spectral shift difference

in bulk water and in bulk octane was reported 8.0 kcal/mol.11 It

is seem that the present calculation underestimates the transition

energy difference in the bulk solvent cases. Furthermore, we

investigate the solvent effects of PNP at different interfaces. For

the air/water and cyclohexane/water interfaces, the energy min-

ima of the ground states locate at h ¼ 808 and h ¼ 858 respec-

tively, provided that we set d ¼ 0. The values are close to the

heptane/water interface. The spectral shift in bulk cyclohexane

is calculated �14.3 kcal/mol, whereas the spectral shift for the

cyclohexane/water interface is �16.1 kcal/mol. this value exhib-

its the average feature also. It should be emphasized that there

are still some influencing factors not included in our present cal-

culation, such as the exclusion of the short range interaction and

the neglect of the mutual polarization between the solute charge

and the polarization charge. We remind here that we use the

vacuum charge distribution of the solute for the calculation in

solution, but in the actual case, the solute charge will adjust

itself to match the solvent polarization, as reported in ref. 28.

Besides, the parameters used in the calculation of cavitation

energy and solute–solvent dispersion–repulsion interactions have

not been optimized for interfacial case. These reasons might

cause further errors to the results. How to improve the procedure

is still under consideration. A feasible approach to solving this

problem, as mentioned by Benjamin in the analytical and the

MD treatments, is to use the bulk results to fit these parameters

before the calculaiton for interfacial system.21,23,26

If the H of the hydroxyl of PNP is substituted by a methyl

group, PNAS is formed. For this molecule, the solvation energy

of the ground state is quite different from that of PNP (see Figs.

8a and 8c), but the spectral shift does not change too much (see

Figs. 8b and 8d). Comparison shows that the hydrophilicity of

methyl ether and that of hydroxyl are quite different, while the

charge distributions of PNP and PNAS are very close. We only

give the calculated results of PNAS at cyclohexane/water in Fig-

ures 8c and 8d due to the same reason as PNP. In the interface

case, we have failed to find a minimum on the energy surface

(Fig. 8c). For PNAS, the calculated bulk limits of the spectral

shifts are �19.5 kcal/mol in water, �16.4 kcal/mol in cyclo-

Figure 7. The d-dependency of solvation energy at h ¼ 0 (a) and

the h-dependency of solvation energy at d ¼ 0. (b) Open squares

consider only the electrostatic contribution. Open triangles consider

the contributions of electrostatic interaction, the cavitation energy,

and the dispersion–repulsion interactions, without involving the sur-

face energy term AplanecS1/S2. Open circles take all the terms in eq.

(1) into account.
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hexane and �15.3 kcal/mol in heptane. As can be seen in Figure

8d, there is a large domain where the spectral shift close to the

bulk limit of cyclohexane. This feature appears in the case of

heptane/water also. This is interesting because experiment obser-

vations revealed that the interfacial spectral shift takes the aver-

age value of the bulk limits when the organic phase is cyclo-

hydrocarbon but it approaches the organic phase limit in the

cases of linear-hydrocarbon.11

The solvation energies and spectral shifts of C2H and C2 at

cyclohexane/water interface are given in Figures 8e–8h. In the

paper by Steel and Walker,11 the notation C2 indicates that two

methylene groups separate the sulfate headgroup from the

PNAS-based chromophore, and the PNAS-based chromophore is

set in the organic solvent. Therefore, we choose the charge dis-

tribution of excited state in cyclohexane to perform the interfa-

cial property calculation for both. From Figs. 8e and 8g, no

energy minimum is found. It is because that the electrostatic

contribution plays the dominant role comparing in eq. (1). For

both C2H and C2, the electrostatic interaction is quite big (see

Fig. 8e for C2H and Fig. 7g for C2). It is clear that the large

electrostatic contribution of C2 is due to the ionic structure

which offers an extra Born term to the solvation energy. Further-

more, the ‘‘tail’’ of both C2 and C2H which serves as the hydro-

philic group, containing several oxygen atoms in each. This

group produces strong interaction with the polar solvent. The

steep decline of the solvation energy with the increasing d indi-

cates the tendency of whole molecule entering the water phase.

In such cases, unlike the other three molecules, the cavitation

energy plays a relatively trivial role comparing with the strong

electrostatic interaction. The spectral shifts for C2H and C2

(Figs. 8f and 8h) become complicated and are apparently differ-

ent from the other three molecules. A striking feature that stands

out in Figures 8f and 8h, especially in Figure 8h, is that the

spectral shift may be larger than, less than or between the bulk

limits in water and in cyclohexane, depending on the position of

the molecule. This feature also appears in the cases of air/water

and heptane/water. This indicates that the spectral shift of

absorption remarkably depends on the orientation and the

embedding depth. It looks strange that the interfacial spectral

shift is lower than the bulk limit in the organic phase for some

specific choices of position and orientation of C2H and C2. This

phenomenon may be due to the lack of symmetry for C2H and

C2 comparing with the other molecules. Another reason may be

the organic phase has higher optical dielectric constant than

water phase, although it has a lower static dielectric constant.

Furthermore in our rough arithmetic, the auto-polarization effect

of solute is neglected, and it may magnify the peculiar effect

also. Cyclohexane and heptane have the very close static and

optical dielectric constants (see Table 2), so the d- and h-
dependencies for the cyclohexane/water and heptane/water cases

are almost the same. But, according to the experimental observa-

tion of C2 at cyclohexane/water interface,11 the absorption spec-

trum mediates between the values of the two bulk limits. Fur-

thermore, when this molecule locates at m-cyclohexane/water

interface, the spectral shift value is close to the limit of organic

phase. However, at the octane/water interface, the resonance-

Figure 8. Solvation energy of the ground state (DGg) and spectral shift Dhvab for the absorption from

the ground state to the specified excited state. (a) and (b) are for PNP at the heptane/water interface,

(c) and (d) for PNAS at cyclohexane/water interface, (e) and (f) for C2H at cyclohexane/water inter-

face, and (g) and (h) are for C2 cyclohexane/water interface.
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enhanced SHG spectrum goes beyond the organic limit.11 Our

calculation presents this extraordinary feature if we have a look

at Figure 8h. In the range around d ¼ 0, we can find a large do-

main where the spectral shift is even less than the organic limit.

This reminds us if we can adopt some measure to make the mol-

ecule stabilized at the position around of d ¼ 0, the absorption

spectrum wavelength will be longer than those in the organic

phase. In experiment, polarization-dependent SHG measurements

have been used to determine the average orientation of the mole-

cule relative to the interfacial normal, and the average orienta-

tion of chromophore of C2 is reported 478 off the interfacial nor-

mal of water/cyclohexane interface.11 We need to note that the

direction of Z defined in this work and that of the chromophore

by other authors are different for this system, and the corre-

sponding value of h is 538 using our definition. We take the cal-

culated results and use eq. (19), the orientational angle is pre-

dicted to 478 for C2H at the interface of cyclohexane/water.

The absorption peak, embedding depth, and orientational

angles for DEPNA, PNP, PNAS, and C2H are collected in

Table 3. We can see that the positions of the energy minimum

for DEPNA are close at different interface, and PNP exhibit the

same feature. This might be the reason of the average polarity

model14: the molecule has similar preponderant positions at the

different interface and the spectral shift only depends on the po-

larity of both phases. For the other systems, PNAS and C2H, no

energy minimum is found from the present calculations, and we

only list the average value calculated by eqs. (18) and (19). It is

difficult to compare the difference between calculated absorption

peak and the experimental results, because no experimental

spectrum in vacuum is available for most of the species. How-

ever, we have the spectral shift data in bulk water for all the

species, hence we turn to define the spectral shift with respect to

the bulk water as follows,

��hvab ¼ hvab � hvwab ¼ �hvab ��hvwab (20)

where hvwab and Dhvwab are the bulk limits of absorption and

spectral shift in water respectively. In this sense, DDhvab will be

positive and exhibits a ‘‘blue shift’’. The amount of this quantity

is listed in Table 3. The calculated values of absorption peak

have qualitative significance when compared with the experi-

mental results. There are many reasons that cause these errors

for the estimations of spectral shift, such as the charge distribu-

tions and the parameters of solvation model.

Conclusion Remarks

In the recent work, a continuum model is developed to investi-

gate the interfacial behaviors of five test molecules. One of the

crucial points is that we take the newly developed expression

for the nonequilibrium free energy in the numerical solution.

Based on the formulation of solvation energy for a molecule at

the interface, a separate numerical program is coded. In virtue

of the charge distribution calculation, the solvation energy of an

interfacial molecule can be evaluated. The electronic properties

including the transition energies, the oscillator strengths of the

transition from the ground state, the charge distributions for both

the ground state and the specific excited state, the solvation

energy associated with a specified bulk solvent, have been calcu-

lated using Gaussian03. Extending the formulations of the none-

quilibrium solvation to the interfacial system, the arithmetic for

the computation has been developed. With the charge distribu-

tions for the specific state, ground or excited, our program pre-

dicts the solvation energies and the spectral shifts for the interfa-

cial molecular systems. The five species, DEPNA, PNP, PNAS,

C2, and C2H, have the same chromophore, but maximum

absorption are found in the range of 327–410 nm. Compared

with the calculated results in vacuum, DEPNA exhibits a larger

red shift than PNP, since the excitation causes a larger change

of the dipole moment of DEPNA.

With the TDDFT/PCM charge distributions of the ground

state, the solvation energy calculation at the interface shows

there are energy minima for DEPNA and PNP, but such a fea-

ture has not been found for the other interfacial systems. Consid-

ering the spectral shift at the interface, we see that DEPNA,

PNP, and PNAS have the same trend, since they have the simi-

lar molecule shape and the electronic structures. On the other

Table 3. Absorption Peak, Orientation, and Embedding Depth of Species.

Energy

minimum DDhvab (kcal/mol) hav/8

d/a.u. h/8 Calcda Calcdb Exptc Calcdd Expte

DEPNA

Air/water �2 80 11.2 9.5 10.5 68 55f

Cyclohexane/water 2 70 0.2 0.7 65

Heptane/water 2 85 1.1 1.2 71

Air 23.1 20.5

Cylohexane 4.5

Heptane 5.7 10.0

PNP

Air/water 0 80 7.7 8.5 77

Cyclohexane/water 0 85 1.1 1.1 78

Heptane/water 0 80 1.7 1.6 80

Air 17.3

Cylohexane 2.9

Heptane 3.8

PNAS

Air/water 7.8 86

Cyclohexane/water 1.0 2.1 77

Heptane/water 1.5 72

Air 19.5

Cylohexane 3.1 6.8

Heptane 4.2

C2H

Cyclohexane/water 1.3 5.7 47 53g

Cyclohexane 3.4 7.0

aSpectral shift at the energy minimum.
bAbsorption peak calculated with eq. (18).
cExperimental absorption.
dAverage orientation angle calculated by eq. (19).
eAverage orientation angle from experiment.
fFrom ref. 52.
gFrom ref. 11.
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hand, C2 and C2H exhibit quite different behaviors. The differ-

ences may be due to the effect of the longer substituent group.

In addition, C2 has strong ionic effect and its orbital structure is

different from the others. Calculations show that the solvation

energy and the spectral shift strongly depend on the embedding

depth and the orientational angle for an interfacial molecule. By

defining a quantity DDhvab to evaluate the spectral shift with

respect to the water limit, the results collected in Table 3 indi-

cate the underestimation of DDhvab for almost all cases. When

we compute the properties of the excited state using TDDFT,

the method of one-particle density using CI wavefunction (key-

word ¼ RhoCI) has been adopted to do the population analysis.

We recall that the method of RhoCI only get the first order den-

sity for the excited state calculated by TDDFT. In many cases,

this method can overestimate the magnitude of the charge

distribution or the dipole moment.53 Therefore, such the overes-

timation of the charge distribution will drive the interfacial

absorption to the water limit, and thus, the value of DDhvab is

underestimated. If we take the absorption in vacuum as the crite-

rion, the overestimated charge distribution will predict an exces-

sive red shift.

We can see that all of the components of solvation energy,

including electrostatic energy, cavitation energy, and dispersion–

repulsion energy are important for estimating the maximum inter-

facial spectral shift, because the interfacial spectral shift is sensi-

tive for position and orientation. Especially, a significant finding

in this article is that the cavitation energy of the molecule plays

an important rule for the orientation of the interfacial molecule.

DEPNA is taken as an example to discuss this issue. As shown in

Figure 7, the inclusion of the cavitation energy will cause the

molecule to depart form its perpendicular orientation, but take a

tilting manner. From Figure 4 it is seen the orientational angle

distributes in a large range. The interface energy portion AplanecS1/
S2 will give rise to the stability of the interfacial system. The

larger the orientational angle, the larger interfacial area (Aplane) is

eliminated by the molecule occupation at the interface. In this

sense, the molecule intends to lie on the interface. But on the

other hand the electrostatic free energy will drive the molecule to

the perpendicular manner in dilute solution. So these two factors

reach a balance at a proper orientational angle.

We have not optimized the parameters of general PCM, such

as the charge distribution of solute, the radii of interlocking

spheres and the constants using in eqs. (2) and (3). In fact, some

influencing factors have been ignored in this article. As have

known, there are many issues need to be further discussed, for

example the hydrogen bonding may affect the interfacial molec-

ular position strongly, the anisotropic environment may modu-

late the molecular shape and its electronic structure, the actual

interface may be molecularly rough and with definite width,5,11

and the high surface concentration and strong coupling may not

be negligible. Nevertheless, the present theoretical model and

the numerical treatment draw the valuable information for the

interfacial systems.

Acknowledgment

We thank Dr. Hongfei Wang for the helpful discussions.

References

1. Volkov, A. G.; Deamer, D. W.; Tanelian, D. L.; Martin, V. S. Liquid

Interface in Chemistry and Biology; Wiley: New York, 1998.

2. Yamashita, T.; Uchida, T.; Fukushima, T.; Teramae, N. J Phys

Chem B 2003, 107, 4786.

3. Ishizaka, S.; Kinoshita, S.; Nishijima, Y.; Kitamura, N. Anal Chem

2003, 75, 6035.

4. Ekhoff, J. A.; Rowlen, K. L. Anal Chem 2002, 74, 5954.

5. Ishizaka, S.; Kim, H. B.; Kitamura, N. Anal Chem 2001, 73,

2421.

6. Miranda, P. B.; Shen, Y. R. J Phys Chem B 1999, 103, 3292.

7. Eisenthal, K. B. Chem Rev 1996, 96, 1343.

8. Wang, H. F.; Gan, W.; Lu, R.; Rao, Y.; Wu, B. H. Int Rev Phys

Chem 2005, 24, 191.

9. Richmond, G. L. Chem Rev 2002, 102, 2693.

10. Feller, M. B.; Chen, W.; Shen, Y. R. Phys Rev A 1991, 43, 6778.

11. Steel, W. H.; Lau, Y. Y.; Beildeck, C. L.; Walker, R. A. J Phys

Chem B 2004, 108, 13370.

12. Steel, W. H.; Beildeck, C. L.; Walker, R. A. J Phys Chem B 2004,

108, 16107.

13. Beildeck, C. L.; Liu, M. J.; Brindza, M. R.; Walker, R. A. J Phys

Chem B 2005, 109, 14604.

14. Wang, H. F.; Borguet, E.; Eisenthal, K. B. J Phys Chem B 1998,

102, 4927.

15. Steel, W. H.; Damkaci, F.; Nolan, R.; Walker, R. A. J Am Chem

Soc 2002, 124, 4824.

16. Eisenthal, K. B. Acc Chem Res 1993, 26, 636.

17. Zhang, W. K.; Wang, H. F.; Zheng, D. S. Phys Chem Chem Phys

2006, 8, 4041.

18. Rao, Y.; Tao, Y. S.; Wang, H. F. J Chem Phys 2003, 119, 5226.

19. Benjamin, I. Chem Rev 2006, 106, 1212.

20. Chang, T.; Dang, L. X. Chem Rev 2006, 106, 1305.

21. Michael, D.; Benjamin, I. J Phys Chem B 1998, 102, 5145.

22. Benjamin, I.; Wilson, M.; Pohorille, A. J Chem Phys 1994, 100,

6500.

23. Benjamin, I. Chem Phys Lett 2004, 393, 453.

24. Zhuang, X.; Wilk, D.; Marrucci, L.; Shen, Y. R. Phys Rev Lett

1995, 75, 2144.

25. Vieceli, J.; Benjamin, I. Chem Phys Lett 2004, 385, 79.

26. Benjamin, I. J. Phys Chem A 1998, 102, 9500.

27. Frediani, L.; Pomelli, C. S.; Tomasi, J. Phys Chem Chem Phys

2000, 2, 4876.

28. Frediani, L.; Cammi, R.; Corni, S.; Tomasi, J. J Chem Phys 2004,

120, 3893.

29. Lozzi, M. F.; Cossi, M.; Improta, R.; Rega, N.; Barone, V. J Chem

Phys 2006, 124, 184103.

30. Cossi, M.; Barone, V. J Chem Phys 2000, 112, 2427.

31. Iwai, S.; Murata, S.; Tachiya, M. J Chem Phys 2001, 114, 1312.

32. Klamt, A.; Schuurmann, G. J Chem Soc Perkin Trans 1993, 2, 799.

33. Zhan, C. G.; Dixon, D. A. J Phys Chem B 2003, 107, 4403.

34. Hoshi, H.; Sakurai, M.; Inoue, Y.; Chujo, R. J Chem Phys 1987, 87,

1107.

35. Miertus, S.; Scrocco, E.; Tomasi, J. Chem Phys 1981, 55, 117.

36. Cancès, M. T.; Mennucci, B.; Tomasi, J. J Chem Phys 1997, 107,

3032.

37. Barone, V.; Cossi, M. J Phys Chem A 1998, 102, 1995.

38. Schlossman, M. L.; Li, M.; Mitrinovic, D. M.; Tikhonov, A. M.

High Perform Polym 2000, 12, 551.

39. Mitrinovic, D.; Tikhonov, A. M.; Li, M.; Huang, Z.; Schlossman,

M. L. Phys Rev Lett 2000, 85, 582.

40. Pierotti, R. A. Chem Rev 1976, 76, 717.

41. Floris, F. M.; Tomasi, J. J Comput Chem 1989, 10, 616.

209Orientation and Absorption Spectrum of Interfacial Molecules

Journal of Computational Chemistry DOI 10.1002/jcc



42. Floris, F. M.; Tomasi, J.; Pascual-Ahuir, J. L. J Comput Chem 1991,

12, 784.

43. Caillet, J.; Claverie, P. Acta Crystallogr 1978, B34, 3266.

44. Fu, K.-X.; Zhu, Q.; Li, X.-Y.; Gong, Z.; Ma, J.-Y. J Comput Chem

2006, 27, 368.

45. Li, X.-Y.; Fu, K.-X. J Theor Comput Chem 2005, 4, 907.

46. Pascual-Ahuir, J. L.; Silla, E.; Tunon, I. J Comput Chem 1994, 15,

1127.

47. Li, X.-Y.; Fu, K.-X.; Zhu, Q.; Shan, M.-H. J Comput Chem 2004,

25, 835.

48. Fu, K.-X.; Huang, Y.; Li, X.-Y. J Phys Chem B 2006, 110,

10088.

49. Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb,

M. A.; Cheeseman, J. R.; Montgomery, J. A., Jr.; Vreven, T.; Kudin,

K. N.; Burant, J. C.; Millam, J. M.; Iyengar, S. S.; Tomasi, J.; Bar-

one, V.; Mennucci, B.; Cossi, M.; Scalami, G.; Rega, N.; Petersson,

G. A.; Nakatsuji, H.; Hada, M.; Ehara, M.; Toyota, K.; Fukudy, R.;

Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.;

Nakai, H.; Klene, M.; Li, X.; Knox, J. E.; Hratchian, H. P.; Cross,

J. B.; Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann, R. E.;

Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.;

Ayala, P. Y.; Morokuma, K.; Voth, G. A.; Salvador, P.; Dannenberg,

J. J.; Zakrzewski, V. G.; Dapprich, S.; Daniels, A. D.; Strain, M. C.;

Farkas, O.; Malick, D. K.; Rabuck, A. D.; Raghgvachari, K.; Fores-

man, J. B.; Ortiz, J. V.; Cui, Q.; Baboul, A. G.; Clifford, S.; Cio-

slowski, J.; Stefanov, B. B.; Liu, G.; Liashenko, A.; Piskorz, P.;

Komaromi, I.; Martin, R. L.; Fox, D. J.; Keith, T.; Al-Laham,

M. A.; Peng, C. Y.; Nanayakkara, A.; Challacombe, M.; Gill,

P. M. W.; Johnson, B.; Chen, W.; Wong, M. W.; Gonzalez, C.;

Pople, J. A. Gaussian03, Revision B.03, Gaussian, Inc., Pittsburgh,

PA, 2003.

50. Dean, J. A. Lange’s Handbook of Chemistry, 15th ed.; McGraw-

Hill: New York, 1999.

51. Wiberg, K. B.; Hadad, C. M.; LePage, T. J.; Breneman, C. M.;

Frisch, M. J. J Phys Chem 1992, 96, 671.

52. Wang, H. F.; Borguet, E.; Eisenthal, K. B. J Phys Chem A 1997,

101, 713.

53. Foresman, J. B.; Frisch, E. Exploring Chemistry with Electronic

Structure Methods, 2nd ed.; Gaussian Inc: Pittsburgh, 1996; Chap-

ter 9.

210 Ma et al. • Vol. 29, No. 2 • Journal of Computational Chemistry

Journal of Computational Chemistry DOI 10.1002/jcc


