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’ INTRODUCTION

Cadmium sulfide (CdS) and zinc sulfide (ZnS) are two widely
studied metal sulfides for photocatalytic water splitting.1�4 CdS
is able to harvest visible light at wavelengths of <510 nm due to its
small band gap (∼2.4 eV). As it lacks active sites for hydrogen
evolution,5 it is essential to deposit Pt or another noble metal on
its surface to act as a cocatalyst.6�9 On the other hand, ZnS has a
wide band gap of∼3.6 eV and is highly active for H2 production
under UV light irradiation even without a metal cocatalyst.10,11

Transition metal (Ni and Cu) doped ZnS was found to be able to
produce H2 under visible light irradiation.12�14 However, the
photocatalytic activity is very low.

Recently, it has been reported that CdS is able to form a solid
solution with ZnS through various synthesis methods.15�28 The
band gap of Cd1�xZnxS solid solution is tunable and the
photocatalytic activity was significantly improved. The highest
H2 evolution rate was reported to be 2640 μmol h�1 g�1 at
λg 420 nm for Cd0.44Zn0.56S alloy without a cocatalyst,

17 which
is about 33 times higher than that of CdS.

To understand the structural and electronic properties of
Cd1�xZnxS solid solutions, theoretical studies are desirable. Few
theoretical papers have appeared in the literature until recently.
Both Noor et al. and Kolozlu et al. used ordered crystal struc-
tures to represent zinc-blende Cd1�xZnxS solid solution and
performed standard density functional theory (DFT) calcula-
tions.29,30 There is no solid experimental evidence to support
ordered Cd1�xZnxS crystal structures. Second, the calculated
band gap values by GGA and LDA are rather different from the
experimental data: 0.9 eV (GGA) and 1.26 eV (LDA) versus

experimental values of 2.37 eV for CdS; 2.0 eV (GGA) and
1.74 eV (LDA) versus 3.54 eV for ZnS.

Herein, we report a hybrid DFT study of the special quasiran-
dom structures (SQSs) of Cd1�xZnxS solid solution in either the
zinc-blende or wurtzite crystal type. It is well-known that an SQS
is able tomimic the disordered structures of a completely random
solid solution by creating a periodic structure of 8�32 atoms
with a similar correlation function to the random solution for the
first several nearest neighbor shells.31,32 The properties obtained
by relaxing these structures, such as mixing enthalpies, optical
bowing parameters, and lattice parameters, agree well with
experimental values.31�36 Moreover, hybrid DFT provides a
more accurate description of the band gap of the two materials,
which is essential to the study of a Cd1�xZnxS solid solution.
Furthermore, we calculate the positions of valence- and conduc-
tion-band edges relative to a vacuum following the method
reported by Moses et al.,37,38 which enables us to align the
positions with the redox potentials of (O2/H2O) and (H+/H2)
and is helpful to understand the effect of Zn in the Cd1�xZnxS
solid solution.

’COMPUTATIONAL DETAILS

SQS. 16-mixing-atom binary special quasirandom structures
(A1�xBx) at x = 0.25, 0.5, and 0.75 for fcc and hcp structures were
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edges, and electronic properties of both zinc-blende and wurtzite
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a more accurate description of the lattice constants, formation
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than standard DFT. Alloying CdS with ZnS causes a downward band
bowing that is dominated by volume deformation. The conduction-
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+/H2) over the whole Zn concentration range. The high
photocatalytic activity of Cd1�xZnxS is due to the elevation of the conduction band minimum (CBM). The optimal Zn content is
around 0.5, determined as a result of balancing the elevation of the CBM and the widening of the band gap. The valence bandwidth
increases with Zn content and thus raises the mobility of photogenerated holes, which may be related to photocorrosion and lead to
the leaching of Zn in Cd1�xZnxS photocatalyst during water splitting.
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previously generated and are obtained from the literature.33,34

We then add 16 S atoms in the correct Wyckoff positions based
on the lattice vectors of the SQSs to create the zinc-blende and
wurtzite structures. The S atoms do not mix. The lattice vectors
and atomic positions of 32-atom zinc-blende (fcc) and wurtzite
(hcp) SQS cells created using this method are listed in Tables 1
and 2, respectively. Once generated, the correlation functions of
the newly generated SQS are examined to ensure that it creates
an environment that is as close as possible to the random solution
for the first several nearest neighbor shells.
Relaxation byDFTmay affect the symmetry of SQS supercells,

especially in the case of large size-mismatch of the constituent

atoms because local relaxation can distort the symmetry of the
parent structure.33,39 Additionally, in the case of the hcp struc-
tures, the hcp SQS have an additional degree of freedom to
consider during relaxation compared to the cubic structures, the
c/a ratio. Direct relaxation of the hcp structure could result in a
loss of symmetry if the angles between the primitive lattice
vectors became too distorted during relaxation.36 In this paper,
we consider two kinds of relaxation processes with the goal of
choosing the lowest energy that still maintains the overall
symmetry of the SQS: (i) constrained relaxation, which simulta-
neously relaxes the volume and the shape of the cell but not the
atomic positions and (ii) full relaxation, which relaxes the atomic

Table 1. Lattice Vectors and Atomic Positions of 32-Atom
SQS Supercells for Zinc-Blende A1�xBxS Solid Solution with
16 Cations and 16 Anionsa

x = 0.25 x = 0.5

lattice vectors lattice vectors

a0=2 a0=2 � a0
0 � 3a0=2 � a0=2

� 2:0a0 a0=2 � a0=2

0
BB@

1
CCA

a0 � a0=2 � a0=2
0 a0 � a0
a0 3a0=2 3a0=2

0
BB@

1
CCA

0.50000 0.875000 0.125000 A 0.2500 0.2500 0.2500 A

0.25000 0.187500 0.312500 A 0.2500 0.7500 0.2500 A

0.00000 0.500000 0.500000 A 0.7500 0.5000 0.2500 A

0.50000 0.625000 0.375000 A 0.2500 0.0000 0.7500 A

0.50000 0.375000 0.625000 A 0.0000 0.2500 0.5000 A

0.75000 0.812500 0.687500 A 0.5000 0.7500 0.0000 A

0.00000 0.250000 0.750000 A 0.0000 0.5000 0.0000 A

0.25000 0.937500 0.562500 A 0.0000 0.0000 0.0000 A

0.75000 0.562500 0.937500 A 0.5000 0.5000 0.5000 B

0.25000 0.687500 0.812500 A 0.7500 0.0000 0.2500 B

0.50000 0.125000 0.875000 A 0.5000 0.0000 0.5000 B

0.00000 0.000000 0.000000 A 0.2500 0.5000 0.7500 B

0.75000 0.312500 0.187500 B 0.0000 0.7500 0.5000 B

0.25000 0.437500 0.062500 B 0.7500 0.2500 0.7500 B

0.00000 0.750000 0.250000 B 0.7500 0.7500 0.7500 B

0.75000 0.062500 0.437500 B 0.5000 0.2500 0.0000 B

0.68750 0.828125 0.296875 S 0.5625 0.7500 0.1875 S

0.93750 0.515625 0.109375 S 0.5625 0.2500 0.1875 S

0.18750 0.953125 0.171875 S 0.8125 0.5000 0.4375 S

0.93750 0.765625 0.859375 S 0.8125 0.0000 0.4375 S

0.43750 0.890625 0.734375 S 0.0625 0.5000 0.1875 S

0.68750 0.578125 0.546875 S 0.3125 0.7500 0.4375 S

0.93750 0.265625 0.359375 S 0.0625 0.0000 0.1875 S

0.18750 0.703125 0.421875 S 0.3125 0.2500 0.4375 S

0.43750 0.390625 0.234375 S 0.5625 0.5000 0.6875 S

0.68750 0.078125 0.046875 S 0.8125 0.7500 0.9375 S

0.43750 0.640625 0.984375 S 0.5625 0.0000 0.6875 S

0.68750 0.328125 0.796875 S 0.8125 0.2500 0.9375 S

0.93750 0.015625 0.609375 S 0.0625 0.7500 0.6875 S

0.18750 0.453125 0.671875 S 0.0625 0.2500 0.6875 S

0.43750 0.140625 0.484375 S 0.3125 0.5000 0.9375 S

0.18750 0.203125 0.921875 S 0.3125 0.0000 0.9375 S
a a0 is the lattice constant in solid solutions.

Table 2. Lattice Vectors and Atomic Positions of 32-Atom
SQS Supercells for Wurtzite A1�xBxS Solid Solution with 16
Cations and 16 Anionsa

x = 0.25 x = 0.5

lattice vectors lattice vectors

3a0 � ffiffiffi
3

p
a0 � 2c0

0
ffiffiffi
3

p
a0 0

a0=2
ffiffiffi
3

p
a0=2 c0

0
BB@

1
CCA

a0
ffiffiffi
3

p
a0 � 2c0

3a0=2
ffiffiffi
3

p
a0=2 � c0

3a0 � ffiffiffi
3

p
a0 � 2c0

0
BB@

1
CCA

0.00000 0.33333 0.00000 A 0.00000 0.33333 0.33333 A

0.25000 0.33333 0.50000 A 0.25000 0.33333 0.58333 A

0.12500 0.83333 0.25000 A 0.50000 0.33333 0.33333 A

0.75000 0.33333 0.50000 A 0.75000 0.33333 0.58333 A

0.62500 0.83333 0.25000 A 0.62500 0.16667 0.04167 A

0.87450 0.83333 0.75000 A 0.62500 0.16667 0.54167 A

0.43750 0.41667 0.37500 A 0.87500 0.16667 0.29167 A

0.31250 0.91667 0.12500 A 0.87500 0.16667 0.79167 A

0.18750 0.41667 0.87500 A 0.25000 0.33333 0.08333 B

0.06250 0.91667 0.62500 A 0.00000 0.33333 0.83333 B

0.93750 0.41667 0.37500 A 0.75000 0.33333 0.08333 B

0.68750 0.41667 0.87500 A 0.50000 0.33333 0.83333 B

0.50000 0.33333 0.00000 B 0.12500 0.16667 0.04167 B

0.37500 0.83333 0.75000 B 0.12500 0.16667 0.54167 B

0.81250 0.91667 0.12500 B 0.37500 0.16667 0.29167 B

0.56250 0.91667 0.62500 B 0.37500 0.16667 0.79167 B

0.45337 0.14683 0.27975 S 0.22025 0.70633 0.24008 S

0.32837 0.64683 0.02975 S 0.22025 0.70633 0.74008 S

0.20337 0.14683 0.77975 S 0.47025 0.70633 0.49008 S

0.07837 0.64683 0.52975 S 0.72025 0.70633 0.24008 S

0.95337 0.14683 0.27975 S 0.47025 0.70633 0.99008 S

0.82837 0.64683 0.02975 S 0.72025 0.70633 0.74008 S

0.70337 0.14683 0.77975 S 0.97025 0.70633 0.49008 S

0.57837 0.64683 0.52975 S 0.97025 0.70633 0.99008 S

0.14088 0.23017 0.15475 S 0.09525 0.53967 0.19842 S

0.64088 0.23017 0.15475 S 0.09525 0.53967 0.69842 S

0.39088 0.23017 0.65475 S 0.34525 0.53967 0.44842 S

0.26588 0.73017 0.40475 S 0.59525 0.53967 0.19842 S

0.01588 0.73017 0.90475 S 0.34525 0.53967 0.94842 S

0.89088 0.23017 0.65475 S 0.59525 0.53967 0.69842 S

0.76588 0.73017 0.40475 S 0.84525 0.53967 0.44842 S

0.51588 0.73017 0.90475 S 0.84525 0.53967 0.94842 S
a a0 and c0 are the lattice constants in solid solutions.
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positions as well as the volume and the shape of the cell. We use
Z, W, CR, and FR to denote zinc-blende, wurtzite structures,
constrained, and full relaxations, respectively. Therefore, there
are four combinations denoted in our paper: Z-CR, Z-FR,W-CR,
and W-FR. For example, Z-CR stands for zinc-blende SQS with
constrained relaxation.
We use the convasp code to qualitatively determine if the

symmetry of the SQS supercells has been lost during relaxation
by performing a radial distribution analysis.40 A radial distribu-
tion analysis examines, on average, the distance of each atom in a
structure to its first, second, third, and so on, nearest neighbors.
The goal is to compare the radial distribution function (RDF) of
a relaxed structure to the parent structure to see if the frequency
of atomic placement remains unperturbed, that is, the structure
has retained its symmetry. The radial distribution analysis of each
relaxed structures was obtained by counting the number of atoms
within increments of 10�3 Å, up to the seventh coordination
shell. To eliminate high frequency noise, the raw data was scaled
and smoothed through Gaussian smearing with a characteristic
distance of 0.02 Å.
DFT Calculations. The calculations are performed using the

Vienna ab initio Simulation Package (VASP) with projector
augmented wave potentials.41,42 The generalized-gradient
approximation (GGA) with the standard norm conserving Perdew-
Burke-Ernzerhof (PBE) and Heyd-Scuseria-Ernzerhof (HSE06)
exchange-correlation functionals are employed.43,44 The energy
cutoff for the plane-wave basis wave functions is 340 eV for all
calculations. For pristine CdS and ZnS unit cells, 5 � 5 � 5 and
9 � 9 � 9 Monkhorst-Pack k-point meshes are used for
structural relaxation and band gap calculations, respectively.
For Cd1�xZnxS solid solutions, 2 � 2 � 2 and 3 � 3 � 3
Monkhorst-Pack k-point meshes are used for hybrid DFT
structural optimization and density of states (DOS) calculations,
respectively. The band gap is estimated by the difference of the
Kohn�Sham eigenvalues at Γ (Eg

Γ�Γ) because of the direct band
gap nature of CdS and ZnS. The band gaps and lattice constants
calculated with HSE06, using 30% of Hartree�Fock exchange
for pristine CdS and ZnS, agree very well with the experimental
values, which is referred as hybrid DFT in the present work.
Band Alignment. We follow the method reported by Moses

et al. to calculate the positions of conduction- and valence-band
edges relative to the vacuum.37,38 To get the so-called “natural
band alignments”, we need to perform (i) surface calculations,
that allow us to use the vacuum potential as a common reference
to align the average electrostatic potential in the crystal to the
vacuum, and (ii) bulk calculations, which enable us to obtain
valence- and conduction-band positions relative to the average
electrostatic potential in the crystal. Please refer to refs 37 and 38
for more detail.
We use 12-layer slabs with 20 Å of vacuum. Each m-plane layer

should be nonpolar and contain four cations, thus, allowing for
calculations on alloys with 25, 50, and 75% Zn content. To test
whether this 12-layer slab is thick enough, we perform calcula-
tions on a 20-layer slab. The average electrostatic potential
difference between these two slabs is only 0.02 eV, showing that
12-layer slab is sufficient.

’RESULTS AND DISCUSSIONS

A. Pristine CdS andZnS.Table 3 lists the lattice constants and
band gaps for various pristine CdS and ZnS crystals calculated
using standard and hybrid DFT, respectively. The experimental

values are also presented for comparison.45�49 It is evident that
hybrid DFT gives more accurate results than standard DFT. The
band gap values calculated by hybrid DFT are only 0.4∼1.9%
different from the experimental values while those by standard
DFT are at least 56% smaller than the experimental values. The
lattice constants computed by hybrid DFT are only 1% larger
than the experimental values, while those by standard DFT are
1.5% larger.
Furthermore, we calculate the formation enthalpies of pure CdS

orZnS and the results are listed inTable 4. The formation enthalpies
(ΔH) are the energy gain in forming the crystals and given by

ΔH ¼ μMS � ðμ0M þ μ0SÞ ð1Þ

whereμMS is the total energy of pureCdS or ZnS andμM
0 (μS

0) is the
atomic chemical potential of Cd or Zn (sulfur), which are obtained
from the corresponding metal crystal (solid α-sulfur). The forma-
tion enthalpies calculated by hybrid DFT are more accurate when
compared to experimental values than by standard DFT.50,51

Therefore, based on the better accuracy, the hybrid DFT method
will be adopted to further study the Cd1�xZnxS solid solution.
B. Cd1�xZnxS Solid Solution. ( i). Constrained versus Full

Relaxation. We consider two kinds of relaxation in this study:
(i) constrained relaxation, in which the volume and the shape of
the SQS cell are optimized simultaneously, but not the atomic
positions; and (ii) full relaxation, in which the atomic positions as
well as the volume and the shape of the cell are fully relaxed.

Table 3. Lattice Constants and Band Gaps of Zinc-Blende
and Wurtzite CdS and ZnS Calculated by Standard and
Hybrid DFT

CdS ZnS

zinc-blende a (Å) Eg (eV) a (Å) Eg (eV)

standard-DFT 5.941 1.04 5.450 2.02

hybrid-DFT 5.887 2.36 5.424 3.56

experimental 5.835a 2.37a 5.409b 3.54c

CdS ZnS

wurtzite

a

(Å)

c

(Å) u

Eg
(eV)

a

(Å)

c

(Å) u

Eg
(eV)

standard-DFT 4.212 6.835 0.375 1.10 3.853 6.303 0.375 2.08

hybrid-DFT 4.178 6.782 0.375 2.43 3.836 6.275 0.375 3.63

experimental 4.137d 6.714d 0.375d 2.48e 3.811d 6.234d 0.375d 3.70c

aRef 45. bRef 46. cRef 47. dRef 48. eRef 49.

Table 4. Formation Enthalpies (ΔH) of Zinc-Blende (Zinc)
and Wurtzite (Wurt) CdS and ZnS by Standard DFT and
Hybrid DFT

formation enthalpies ΔH (eV/pair)

standard DFT hybrid DFT experimental

zinc wurt zinc wurt zinc wurt

CdS �1.490 �1.493 �1.584 �1.586 �1.68a

ZnS �1.831 �1.825 �1.992 �1.982 �2.10b

aRef 50. bRef 51.
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We analyze the symmetry of SQS after relaxation using a radial
distribution analysis performed by the convasp code.40 As shown
in Figure 1a,b, the frequency of RDF peaks of the two SQS after
constrained relaxation are very similar to those of the corre-
sponding pristine CdS and ZnS, showing that constrained
relaxation does not significantly distort the symmetry of the
SQSs. In other words, no noticeable distortions such as peak
splitting or peak broadening result from constrained relaxation.
This is expected because only the volume of the cell and the
lattice vectors changed to relax the structure; the atoms them-
selves did not move from their initial positions. Another self-
consistent observation is the decrease in the location of the first
nearest neighbor as the Zn content increases, which is expected
from Table 3 showing that the ZnS lattice parameter is smaller
than the CdS lattice parameter for both structures. However, as
shown in Figure 1c,d, fully relaxing the structures shows some
peak broadening and also results in the splitting of the first peak,
indicating that the atomic positions have moved. The atom
movement is expected because the purpose of the SQS is to
create a random “fcc”- or “hcp”-like environment. The splitting of
the first peak occurs because the Zn and Cd atoms are different
and, thus, will not relax in the same manner. It is observed that
the frequency of both the Cd and Zn peak is approximately equal

at x= 0.5 and proportional to the Cd and Zn contents in the other
fractions, accordingly. While the peak splits due to the two types
of mixing atoms that relax differently, this does not show that the
structure has completely lost its symmetry. The broadening of
the other peaks also occurs because of the two different atom
types. What is important is that the peak position relative to that
of the parent structure is the same, and there are no peaks that
disappear or other peaks that appear after full relaxation.52 The
peaks do not broaden so much that they are indistinguishable
from one another. The deviation of atomic positions from their
original lattice positions in zinc-blende structures is slightly larger
than that in wurtzite structures. The maximum deviation is <10%
for S atoms and <7% for Zn and Cd atoms for both zinc-blende
and wurtzite structures after the full relaxation. Based on this
qualitative atom position analysis, the conclusion is that the fully
relaxed structures can be used to predict the most accurate
thermodynamic properties of the solid solution, such as enthalpy
of mixing.
Figure 2 shows the enthalpies of mixing of various Cd1�xZnxS

solid solutions as a function of Cd content. Themixing enthalpies
were calculated through the expression

ΔHCd1�xZnxS ¼ ECd1�xZnxS � ð1� xÞECdS � xEZnS ð2Þ

Figure 1. Radial distribution analysis (average nearest neighbor (NN) occurrence vs distance): constrained relaxation: (a) zinc-blende, (b) wurtzite; full
relaxation: (c) zinc-blende, (b) wurtzite.

http://pubs.acs.org/action/showImage?doi=10.1021/jp204799q&iName=master.img-001.jpg&w=500&h=377
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where x is the Zn content, ECd1�xZnxS is the total energy of a
Cd1�xZnxS SQS, and ECdS and EZnS are the corresponding
reference energies of the pristine CdS and ZnS components,
respectively. As can be seen from Figure 2, the mixing enthalpies
obtained by constraining the relaxation are more positive than
those obtained by full relaxation. This is expected because one
fewer parameter contributing to the overall energy was optimized
in the DFT calculations when the relaxation was constrained.
What is interesting is that the resulting enthalpies of formation of
both the constrained and fully relaxed solid solutions are
predicted to be slightly positive. A positive enthalpy of mixing
indicates the potential for the existence of a miscibility gap and
phase separation in the solid solution phase at low temperatures,
which is consistent with the physical flattening of the slope of the
two-phase zinc-blende and wurtzite mixture in the experimental
phases diagrams by Chen et al.54 and Federov et al.55 around
400 K. One should note, however, that these DFT calculations
are performed at 0 K and do not include any entropic effects that
stabilize the mixed solution at finite temperatures.
For validation purposes, the enthalpy of mixing results in

Figure 2 are compared to the phase diagram of the ZnS�CdS
system predicted by Federov et al.55 who examined of the phase
boundaries through the Cd2+ f Zn2+ ion exchange process in a
ZnS powder. Based on the experimental phase diagram results,
Federov et al. predicted linear temperature dependencies of the
enthalpy of mixing for each structure. At temperatures from
300 to 900 K, the enthalpies of mixing as calculated based on
their analysis are predicted to be positive. If we compare the
room temperature (300 K) enthalpies of mixing from Federov
et al. at xZn = 0.5,55 we find them to be 2625 and 3770 J/mol
for the zinc-blende and wurtzite structures, respectively. From
the SQS results in this work, we predict the enthalpies of mixing
to be 3762 and 3569 J/mol for the zinc-blende and wurtzite
structures, respectively, agreeing well with the estimations by
Federov et al.55

To reconcile the 0 K static energy of the system with the Gibbs
energy calculated in experiments, one can apply an empirical
model of the Gibbs energy as a function of temperature to
estimate the nonideal interactions of the solid solution, 0L, the

excess Gibbs energy, through the equation

GEx ¼ HEx � TSEx ¼ xAxB
0LðxA � xBÞ ð3Þ

where HEx and SEx are the excess enthalpy and entropy,
respectively. Under this approximation, the consolute point of
the potential miscibility gap in this system, that is, the tem-
perature where the phase separation no longer exists, can be
estimated. For a regular solution, the consolute point can be
calculated using the following equation53

Tconsolute ¼ xZnxCdL0

2R
ð4Þ

where R is the gas constant and L0 is the regular solution
interaction parameter evaluated from the enthalpy of mixing
from first-principles calculations, that is, 15100 and 14300 J/mol
for zinc-blende and wurtzite solutions, respectively, at xZn = 0.5.
The theoretical consolute points thus obtained are around 905 K
for the zinc-blende solution and around 860 K for the wurtzite
solution. Relative to the phase diagram by Federov et al.,55 both
of these temperatures fall within the wurtzite region, so it is likely
that if a miscibility were to exist, entropic effects would stabilize
the solid solution and phase separation would occur at lower
temperatures.
(ii). Band Bowing. Figure 3 shows the calculated band gap

values of various SQS and two sets of experimental values.16,25 It
is noted that both constrained and full relaxations generate
almost the same band gap values. Second, the band gap increases
nonlinearly with increasing Zn content. Nonlinearity in an alloy
band gap is conventionally expressed as56

EgðxÞ ¼ ð1� xÞEg, CdS þ xEg, ZnS � bxð1� xÞ ð5Þ
where Eg(x), Eg,CdS, and Eg,ZnS are the band gap energies of
Cd1�xZnxS, CdS, and ZnS, respectively, and b is the bowing
parameter. The bowing parameters obtained are 0.94 ( 0.05,
0.87 ( 0.06, 0.94 ( 0.05, and 0.84 ( 0.05 eV for Z-CR, Z-FR,
W-CR, and W-FR, respectively. The bowing parameters of the
zinc-blende structures are slightly larger than those of the
wurtzite structures, which is in accordance with the trend found
for the deviation of their atomic positions shown in section (i).
The bowing parameter can be decomposed into three kinds

of contributions: volume-deformation (bVD), charge-exchange

Figure 3. Band gap calculated by hybrid DFT as a function of Zn
content.Figure 2. Mixing enthalpies as a function of composition x. Z-CR,

Z-FR, W-CR, and W-FR stand for a zinc-blende structure with con-
strained relaxation, zinc-blende structure with full relaxation, wurtzite
structure with constrained relaxation, and wurtzite structure with full
relaxation, respectively.

http://pubs.acs.org/action/showImage?doi=10.1021/jp204799q&iName=master.img-002.jpg&w=240&h=168
http://pubs.acs.org/action/showImage?doi=10.1021/jp204799q&iName=master.img-003.jpg&w=240&h=177
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(bCE), and structural relaxation (bSR):
56

b ¼ bVD þ bCE þ bSR ð6Þ
The volume deformation contribution represents the relative

response of the band structures of CdS and ZnS to hydrostatic
pressure and can be calculated by this formula (taking
Cd0.5Zn0.5S as an example):56

bVD ¼ 2½Eg;CdS � Eg;CdS@VCd0:5Zn0:5S � CR �
� 2½Eg;ZnS � Eg;ZnS@VCd0:5Zn0:5S � CR � ð7Þ

where Eg,CdS and Eg,ZnS are the band gap values of pristine CdS
and ZnS, respectively, and Eg,CdS@VCd0.5Zn0.5S�CR and Eg,ZnS@
VCd0.5Zn0.5S�CR are the band gap values obtained by compressing
pristine CdS and dilating pristine ZnS from their equilibrium
volumes to the volume of Cd0.5Zn0.5S SQS (constrained re-
laxation), respectively.
The charge exchange contribution reflects the charge transfer

effect and can be calculated by the following formula:56

bCE ¼ 2Eg;CdS@VCd0:5Zn0:5S � CR þ 2Eg;ZnS@VCd0:5Zn0:5S � CR

� 4Eg;Cd0:5Zn0:5S@VCd0:5Zn0:5S � CR ð8Þ
The structural contribution measures changes upon passing

from the unrelaxed SQS supercell to the relaxed SQS supercell,
that is, the internal structural relaxation effect. It can be calculated
by56

bSR ¼ 4Eg;Cd0:5Zn0:5S@VCd0:5Zn0:5S � CR

� 4Eg;Cd0:5Zn0:5S@VCd0:5Zn0:5S � FR ð9Þ
We calculate the total bowing parameter and the three cor-

responding contributions from the decomposed zinc-blende and
wurtzite structures. The results are listed in Table V. As can be
seen from the table, the volume-deformation contribution (bVD)
dominates the band bowing. The charge-exchange contribution
(bCE) and the structural relaxation contribution (bSR) are small.
Because the equilibrium lattice constants of the solid solution
usually follow Vegard’s rule, bVD is expected to be large if the
volume deformation potentials of the binary constituents are
different. The absolute volume deformation potential for state i
can be defined as ai

v = dEi/d ln υ, which describes the shift of
individual energy level Ei with respect to an absolute energy
reference in a crystal under a volume (υ) deformation. The
calculated absolute volume deformation potentials of valence
band maximum (VBM) are 0.83 and 0.40 eV for ZnS and CdS,
respectively. The absolute volume deformation potentials of
conduction band minimum (CBM) are �4.33 and �2.54 eV
for ZnS and CdS, respectively.57 The large absolute volume
deformation potential difference between CdS and ZnS results in
the large volume deformation contribution. On the other hand,
the electronegativity of Cd (1.69) is very close to that of Zn
(1.65).50 Hence, the charge-exchange contribution is expected to
be small. As the maximum deviation of the atomic positions is

<10% for S atoms and <7% for Zn and Cd atoms, it is not
surprising that the structural relaxation contribution is also small.
(iii). Band Edges. To split water into hydrogen and oxygen, a

successful photocatalyst must balance the following crucial
factors: absorbance, redox potential, and mobility and lifetime
of the photoexited charge carriers. The conduction band (CB)
and valence band (VB) must straddle the redox potential of
hydrogen and water while shifting the absorption of the photo-
catalyst to the visible region by either doping or forming a solid
solution. The mobility of photoexcited charge carriers are closely
related to the valence bandwidth and the conduction band
minimum. The valence bandwidth controls the mobility of holes.
The wider the VB, the higher the mobility of the holes. As the
generated holes are usually consumed by sacrificial agents, the
VB width may not be as important as the CBM for metal sulfide
photocatalysts, but VB width may relate to the photocorrosion of
the catalyst. The elevation of the CBM can not only providemore
reductive photoexcited electrons, but also inhibit electron�hole
recombination.58 To understand the effect of ZnS in Cd1-xZnxS
solid solution, it is of interest to calculate the absolute position of
VBM and CBM with respect to the vacuum and align them with
the redox potentials of (O2/H2O) and (H+/H2).
Figure 4 shows the calculated conduction- and valence-band

edges with respect to the vacuum as a function of Zn content,
using the method reported by Moses et al. Our calculated
CBM edges for pristine CdS and ZnS are consistent with the
experimental flat band potential values:�3.69 eV (wurtzite) and
�3.98 eV (zinc-blende) versus �3.88 eV for CdS; �2.64 eV
(wurtzite) and�2.96 eV (zinc-blende) versus�2.95 eV for ZnS.59

As shown in the figure, the valence- and conduction-bands of
Cd1�xZnxS solid solution always straddle the redox potentials
of (O2/H2O) and (H+/H2) over the whole Zn content range.
With increasing Zn content, the CBM shifts to a more positive
level, while the VBM becomes slightly more negative. The
maximum uplift magnitude of the CBM edges is 0.98 eV for
zinc-blende structures and 1.05 eV for wurtzite structures, while
the maximum downshift magnitude of VBM edges is only 0.18 eV
for zinc-blende structures and 0.15 eV for wurtzite structures.
This indicates that alloying with ZnS mainly influences the
conduction band edge. Elevation of the CBM edge significantly

Table V. Volume-Deformation (bVD), Charge-Exchange
(bCE), and Structural Relaxation (bSR) Contributions to
Cd0.5Zn0.5S SQS Optical Bowing (All Values Are in eV)

structure b bVD bCE bSR

zinc-blende Cd0.5Zn0.5S 0.948 0.814 0.150 �0.016

wurtzite Cd0.5Zn0.5S 0.837 0.838 0.070 �0.071

Figure 4. CBM and VBM position with respect to the vacuum level as a
function of Zn content. The dash lines indicate the reduction potential of
H+/H2 (�4.44 eV) and the oxidation potential of O2/H2O (�5.67 eV).
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improves the photocatalytic activity of Cd1�xZnxS solid solu-
tions. The photocatalytic activity of Cd0.44Zn0.56S alloy is 33
times higher than that of CdS at λ g 420 nm.17 However,
alloying with ZnS will inevitably widen the band gap. When the
Zn content reaches 75%, the band gap is about 3.1 eV, implying
that Cd0.25Zn0.75S is not active in the visible light region.
Considering these two factors, the optimal Zn content should
be around 50%, which agrees well with the experimental
observation.17

IV. Density of States. We now look at the variation of the
electronic structures of Cd1�xZnxS solid solution with Zn
content. The total and partial density of states (DOS) are shown
in Figure 5. DOS of pristine CdS and ZnS are also shown for

comparison. As can be seen, for pristine CdS or ZnS, the top of
the valence band is dominated by S 3p states and the bottom of
the valence band has weak contribution from the 3d states of Zn
or 4d states of Cd. Main Zn 3d (Cd 4d) states are located at
around�7.2∼�8.1 eV (�7.4∼�8.5 eV). Cd 5s or Zn 4s states
together with S 3s and 3p states prevail in the bottom of the
conduction band. The DOS of Cd1�xZnxS solid solution can be
seen as the combination of CdS and ZnS. The top of the valence
band is still dominated by S 3p states, while Cd 5s, Zn 4s, and S 3p
and 3s states dominate the bottom of the conduction band. With
increasing Zn content, the magnitude of Zn states increases while
the magnitude of Cd states decreases. Two interesting features
can be seen from the figure. First, there is only a small change in
the position of the main Zn 3d and Cd 4d peaks, implying weak
p�d coupling, which explains the small downshift magnitude of
the valence band edge well, once it has been alloyed with ZnS.
Second, the valence bandwidth gradually increases with increas-
ing Zn content.
The maximum increment of the valence bandwidth is 0.96 eV

for zinc-blende structures and 1.06 eV for wurtzite structures.
The importance of valence bandwidth has been demonstrated in
sulfur-doped graphitic C3N4 systems.58 The wider the valence
bandwidth, the higher the mobility of holes generated by light
irradiation. As photogenerated holes are closely related to the
photocorrosion of metal sulfide photocatalyst, ZnS may photo-
corrode more easily than CdS. This may explain the leaching of
Zn in Cd1�xZnxS nanoparticles during the process of photo-
catalytic water splitting.60

’CONCLUSIONS

We have systematically investigated band bowing, band edges
and electronic properties of both zinc-blende and wurtzite
Cd1�xZnxS solid solution by using special quasirandom struc-
tures coupled with hybrid DFT calculations. The lattice con-
stants, band gap values, and formation enthalpies of pristine CdS
and ZnS obtained by hybrid DFT agree well with the experi-
mental values. Local relaxation slightly lowers the mixing
enthalpy and does not influence the band gap values. The
downward band bowing was due to the volume deformation
contribution. The conduction- and valence-band edges straddle
the redox potentials of (O2/H2O) and (H

+/H2) over the whole
Zn concentration range. Alloying with ZnS raises the conduction
band minimum and widens the valence bandwidth. The former
drastically improves the photocatalytic activity, while the latter
may be responsible for the leaching of Zn in Cd1�xZnxS during
the process of photocatalytic water splitting.
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Figure 5. Total and partial density of states. The valence bandwidth is
indicated in each figure. The bottom of the conduction band has been
magnified 10� for clarity.
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