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#### Abstract

In this paper, we present a new secant-like method for solving nonlinear equations. Analysis of the convergence shows that the asymptotic convergence order of this method is $1+\sqrt{3}$. Some numerical results are given to demonstrate its efficiency.
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## 1. Introduction

Numerical methods for solving nonlinear equations is a popular and important research topic in numerical analysis. In this paper, we consider iterative methods to find a simple root of a nonlinear equation $f(x)=0$, where $f: D \subset \mathbb{R} \rightarrow \mathbb{R}$ for an open interval $D$ is a scalar function.

Newton's method is an important and basic approach for solving nonlinear equations [1,2], and its formulation is given by

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \tag{1}
\end{equation*}
$$

This method converges quadratically.
To improve the local order of convergence, a number of modified methods have been studied and reported in the literature (for example, [3-21]). By employing a second-derivative evaluation, we can obtain some well-known third-order methods, such as Chebyshev's method, Halley's method and the super-Halley method [3,4]. In order to replace the second derivative, an evaluation of the function or first derivative is added, and then many third-order and higher-order methods are obtained (for example, [5-19]).

However, in many other cases, it is expensive to compute the first derivative, and the above methods are still restricted in practical applications. The well-known secant method is given by

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{x_{n}-x_{n-1}}{f\left(x_{n}\right)-f\left(x_{n-1}\right)} f\left(x_{n}\right) . \tag{2}
\end{equation*}
$$

This method can be derived by finding the root of the linear polynomial function

$$
\begin{equation*}
L_{1}(x)=f\left(x_{n}\right)+\frac{f\left(x_{n}\right)-f\left(x_{n-1}\right)}{x_{n}-x_{n-1}}\left(x-x_{n}\right) . \tag{3}
\end{equation*}
$$

This method does not require any derivative, but its order is only 1.618 .

[^0]In order to improve this method, Zhang et al. [22] consider

$$
\begin{equation*}
L_{2}(x)=f\left(x_{n}\right)+\frac{f\left(y_{n}\right)-f\left(x_{n}\right)}{y_{n}-x_{n}}\left(x-x_{n}\right) \tag{4}
\end{equation*}
$$

and then find $x_{n+1}$ such that $L_{2}\left(x_{n+1}\right)=0$. From this, they obtain

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{x_{n}-y_{n}}{f\left(x_{n}\right)-f\left(y_{n}\right)} f\left(x_{n}\right) \tag{5}
\end{equation*}
$$

where $y_{n+1}$ is defined by

$$
\begin{equation*}
y_{n+1}=x_{n+1}-\frac{x_{n}-y_{n}}{f\left(x_{n}\right)-f\left(y_{n}\right)} f\left(x_{n+1}\right) \tag{6}
\end{equation*}
$$

This method is also a secant-like method, and the order is improved to 2.618.
In this paper, we attempt to improve the order of the method proposed in [22] by using previous information, and then we present a new iterative method for solving nonlinear equations. Analysis of the convergence shows that the asymptotic convergence order of this method is $1+\sqrt{3}$. The practical utility is demonstrated by numerical results.

## 2. Notation and basic results

Let $f(x)$ be a real function with a simple root $x^{*}$ and let $\left\{x_{n}\right\}_{n \in N}$ be a sequence of real numbers that converges to $x^{*}$. We say that the order of convergence is $q$ if there exists a $q \in \mathbb{R}^{+}$such that

$$
\lim _{n \rightarrow+\infty} \frac{x_{n+1}-x^{*}}{\left(x_{n}-x^{*}\right)^{q}}=C \neq 0, \infty
$$

Let $e_{n}=x_{n}-x^{*}$ be the $n$th iterate error. We call

$$
\begin{equation*}
e_{n+1}=C e_{n}^{q}+\cdots \tag{7}
\end{equation*}
$$

the error equation, in which the higher-order terms are neglected. If we can obtain the error equation for the method, then the value of $q$ is its order of convergence.

## 3. The method and its convergence

Here, in order to construct our method, we use the following the second-order polynomial function:

$$
P(x)=f\left(x_{n}\right)+v_{n}^{-1}\left(x-x_{n}\right)+\frac{\left(v_{n-1}^{-1}-v_{n}^{-1}\right)\left(x-x_{n}\right)\left(x-y_{n}\right)}{\alpha_{1} x_{n-1}+\alpha_{2} y_{n-1}+\left(2-\alpha_{1}-\alpha_{2}\right) z_{n-1}-\beta_{1} x_{n}-\beta_{2} y_{n}-\left(2-\beta_{1}-\beta_{2}\right) z_{n}},
$$

where $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in \mathbb{R}$, and $y_{n}, z_{n}$ and $v_{n}$ are defined by $y_{n}=x_{n}-v_{n-1} f\left(x_{n}\right), v_{n}=\left(y_{n}-x_{n}\right) /\left(f\left(y_{n}\right)-f\left(x_{n}\right)\right)$ and $z_{n}=x_{n}-v_{n} f\left(x_{n}\right)$, respectively.

It is easy to obtain that

$$
\left(v_{n-1}^{-1}-v_{n}^{-1}\right)\left(y_{n}-x_{n}\right)\left(z_{n}-y_{n}\right)=v_{n}^{-1}\left(y_{n}-z_{n}\right)^{2}
$$

In order to eliminate the nonlinearity, we replace $x_{n+1}$ in the terms $\left(x_{n+1}-x_{n}\right)$ and ( $x_{n+1}-y_{n}$ ) of $P\left(x_{n+1}\right)$ with $y_{n}$ and $z_{n}$, respectively, and then finding its solution, we use the following new method:

$$
\left\{\begin{array}{l}
y_{n}=x_{n}-v_{n-1} f\left(x_{n}\right)  \tag{8}\\
\left.v_{n}=\left(y_{n}-x_{n}\right) / f\left(y_{n}\right)-f\left(x_{n}\right)\right) \\
z_{n}=x_{n}-v_{n} f\left(x_{n}\right) \\
x_{n+1}=z_{n}-\frac{\left(y_{n}-z_{n}\right)^{2}}{\alpha_{1} x_{n-1}+\alpha_{2} y_{n-1}+\left(2-\alpha_{1}-\alpha_{2}\right) z_{n-1}-\beta_{1} x_{n}-\beta_{2} y_{n}-\left(2-\beta_{1}-\beta_{2}\right) z_{n}}
\end{array}\right.
$$

where $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in \mathbb{R}$.
The method defined by (8) can be viewed as an iterative method with three substeps. The first two substeps are a variant of the method proposed in [22]. The third substep is an acceleration by using the values computed previously.

At the beginning of the process, the value of $v_{-1}$ needs to be given by some approaches. One choice of $v_{-1}$ is given by

$$
v_{-1}=\varepsilon
$$

while another choice is

$$
\nu_{-1}=\frac{\varepsilon f\left(x_{0}\right)}{f\left(x_{0}+\varepsilon f\left(x_{0}\right)\right)-f\left(x_{0}\right)}
$$

Here, $\varepsilon$ is a nonzero real number. The latter requires one more evaluation of the function than the former. However, the choice of $v_{-1}$ cannot affect the asymptotic convergence order of the method defined by (8).

Since the values of $x_{-1}, y_{-1}$ are not available, the first iteration cannot carry out the third substep, and hence we let $x_{1}=z_{0}$.

The following theorem indicates the best choice of parameters in the new method.

Theorem 1. Assume that the function $f: D \subset \mathbb{R} \rightarrow \mathbb{R}$ for an open interval $D$ has a simple root $x^{*} \in D$. Let $f(x)$ have first, second and third derivatives in the interval $D$; then the asymptotic convergence order of the method defined by (8) is $1+\sqrt{3}$ when $\alpha_{1}=\alpha_{2}=1$.

Proof. Let $d_{n}=y_{n}-x^{*}$ and $\omega_{n}=z_{n}-x^{*}$. Using Taylor expansion and taking into account that $f\left(x^{*}\right)=0$, we get

$$
\begin{equation*}
f\left(x_{n}\right)=f^{\prime}\left(x^{*}\right)\left[e_{n}+c_{2} e_{n}^{2}+c_{3} e_{n}^{3}+\cdots\right] \tag{9}
\end{equation*}
$$

where $c_{k}=(1 / k!) f^{(k)}\left(x^{*}\right) / f^{\prime}\left(x^{*}\right), k=2,3, \ldots$. Furthermore, we have

$$
\begin{equation*}
f\left(y_{n}\right)=f^{\prime}\left(x^{*}\right)\left[d_{n}+c_{2} d_{n}^{2}+c_{3} d_{n}^{3}+\cdots\right] . \tag{10}
\end{equation*}
$$

From (9) and (10), we have

$$
\begin{align*}
v_{n} & =\left(y_{n}-x_{n}\right) /\left(f\left(y_{n}\right)-f\left(x_{n}\right)\right), \\
& =\frac{1}{f^{\prime}\left(x^{*}\right)} \frac{\left(y_{n}-x^{*}\right)-\left(x_{n}-x^{*}\right)}{\left(d_{n}-e_{n}\right)+c_{2}\left(d_{n}^{2}-e_{n}^{2}\right)+c_{3}\left(d_{n}^{3}-e_{n}^{3}\right)+\cdots} \\
& =\frac{1}{f^{\prime}\left(x^{*}\right)} \frac{d_{n}-e_{n}}{\left(d_{n}-e_{n}\right)+c_{2}\left(d_{n}^{2}-e_{n}^{2}\right)+c_{3}\left(d_{n}^{3}-e_{n}^{3}\right)+\cdots} \\
& =\frac{1}{f^{\prime}\left(x^{*}\right)} \frac{1}{1+c_{2}\left(e_{n}+d_{n}\right)+c_{3}\left(e_{n}^{2}+e_{n} d_{n}+d_{n}^{2}\right)+\cdots} \\
& =\frac{1}{f^{\prime}\left(x^{*}\right)}\left[1-c_{2}\left(e_{n}+d_{n}\right)-c_{3}\left(e_{n}^{2}+e_{n} d_{n}+d_{n}^{2}\right)+c_{2}^{2}\left(e_{n}+d_{n}\right)^{2}+\cdots\right] \tag{11}
\end{align*}
$$

Thus it follows from (9), (10), (11) and $y_{n}-x_{n}=-v_{n-1} f\left(x_{n}\right)$ that

$$
\begin{align*}
d_{n} & =e_{n}-\left[1-c_{2}\left(e_{n-1}+d_{n-1}\right)-c_{3}\left(e_{n-1}^{2}+e_{n-1} d_{n-1}+d_{n-1}^{2}\right)+c_{2}^{2}\left(e_{n-1}+d_{n-1}\right)^{2}+\cdots\right]\left(e_{n}+c_{2} e_{n}^{2}+c_{3} e_{n}^{3}+\cdots\right) \\
& =c_{2} e_{n}\left(e_{n-1}+d_{n-1}\right)+\left(c_{3}-c_{2}^{2}\right) e_{n}\left(e_{n-1}+d_{n-1}\right)^{2}-c_{3} e_{n} e_{n-1} d_{n-1}-c_{2} e_{n}^{2}+c_{2}^{2} e_{n}^{2}\left(e_{n-1}+d_{n-1}\right)+\cdots, \tag{12}
\end{align*}
$$

and hence, we obtain

$$
\begin{align*}
\omega_{n} & =x_{n}-x^{*}-v_{n} f\left(x_{n}\right) \\
& =e_{n}-\left[1-c_{2}\left(e_{n}+d_{n}\right)-c_{3}\left(e_{n}^{2}+e_{n} d_{n}+d_{n}^{2}\right)+c_{2}^{2}\left(e_{n}+d_{n}\right)^{2}+\cdots\right]\left[e_{n}+c_{2} e_{n}^{2}+c_{3} e_{n}^{3}+\cdots\right] \\
& =c_{2} e_{n} d_{n}+\left(c_{3}-c_{2}^{2}\right)\left(e_{n}^{2} d_{n}+e_{n} d_{n}^{2}\right)+\cdots \tag{13}
\end{align*}
$$

From (8), we obtain

$$
\begin{equation*}
e_{n+1}=\omega_{n}-\frac{\left(d_{n}-\omega_{n}\right)^{2}}{\alpha_{1} e_{n-1}+\alpha_{2} d_{n-1}+\left(2-\alpha_{1}-\alpha_{2}\right) \omega_{n-1}-\beta_{1} e_{n}-\beta_{2} d_{n}-\left(2-\beta_{1}-\beta_{2}\right) \omega_{n}} \tag{14}
\end{equation*}
$$

We first consider the case $\alpha_{1}=0, \alpha_{2} \neq 0$, and in this case we have

$$
\begin{align*}
e_{n+1} & =c_{2} e_{n} d_{n}-\frac{1}{\alpha_{2}} \frac{c_{2} e_{n}\left(\frac{e_{n-1}}{d_{n-1}}+1\right)+\cdots}{1+\frac{2-\alpha_{2}}{\alpha_{2}} \frac{\omega_{n-1}}{d_{n-1}}+\cdots}\left(d_{n}-\omega_{n}\right)+\cdots \\
& =c_{2} e_{n} d_{n}-\frac{e_{n} d_{n}}{\alpha_{2} e_{n-2}}+\cdots \\
& =-\frac{c_{2} e_{n}^{2} e_{n-1}}{\alpha_{2} e_{n-2}}+\cdots \tag{15}
\end{align*}
$$

From (13) and (15), we can see that, from $z_{n}$ to $x_{n+1}$, the order is not improved when $\alpha_{1}=0, \alpha_{2} \neq 0$. Similarly, it is obtained that the case $\alpha_{1}=\alpha_{2}=0$ also cannot improve the order. We now turn to consider the case $\alpha_{1} \neq 0$, and using (12)-(14),
we obtain

$$
\begin{align*}
e_{n+1} & =c_{2} e_{n} d_{n}-\frac{1}{\alpha_{1}} \frac{c_{2} e_{n}\left(1+\frac{d_{n-1}}{e_{n-1}}\right)+\cdots}{1+\frac{\alpha_{2}}{\alpha_{1}} \frac{d_{n-1}}{e_{n-1}}+\cdots}\left(d_{n}-\omega_{n}\right)+\cdots \\
& =\left(1-\frac{1}{\alpha_{1}}\right) c_{2} e_{n} d_{n}-\frac{1}{\alpha_{1}}\left(1-\frac{\alpha_{2}}{\alpha_{1}}\right) c_{2} e_{n} d_{n} \frac{d_{n-1}}{e_{n-1}}+\cdots \\
& =\left(1-\frac{1}{\alpha_{1}}\right) c_{2} e_{n} d_{n}-\frac{1}{\alpha_{1}}\left(1-\frac{\alpha_{2}}{\alpha_{1}}\right) c_{2}^{2} e_{n} d_{n} e_{n-2}+\cdots \\
& =\left(1-\frac{1}{\alpha_{1}}\right) c_{2}^{2} e_{n}^{2} e_{n-1}+\left[1-\frac{1}{\alpha_{1}}\left(2-\frac{\alpha_{2}}{\alpha_{1}}\right)\right] c_{2}^{3} e_{n}^{2} e_{n-1} e_{n-2}+\cdots \tag{16}
\end{align*}
$$

From (16), we can see that the order will be improved by taking $\alpha_{1}=\alpha_{2}=1$. In the following, by letting $\alpha_{1}=\alpha_{2}=1$, then from (12), (13) and (14), we obtain

$$
\begin{align*}
& e_{n+1}= \omega_{n}-\frac{d_{n}-\omega_{n}}{e_{n-1}+d_{n-1}-\beta_{1} e_{n}-\beta_{2} d_{n}-\left(2-\beta_{1}-\beta_{2}\right) \omega_{n}}\left(d_{n}-\omega_{n}\right) \\
&= c_{2} e_{n} d_{n}-\left(d_{n}-\omega_{n}\right) \frac{c_{2} e_{n}\left(e_{n-1}+d_{n-1}\right)+\left(c_{3}-c_{2}^{2}\right) e_{n}\left(e_{n-1}+d_{n-1}\right)^{2}-c_{3} e_{n} e_{n-1} d_{n-1}+\cdots}{e_{n-1}+d_{n-1}-\beta_{1} e_{n}-\beta_{2} d_{n}-\left(2-\beta_{1}-\beta_{2}\right) \omega_{n}}+\cdots \\
&= c_{2} e_{n} d_{n}-\frac{c_{2} e_{n}+\left(c_{3}-c_{2}^{2}\right) e_{n}\left(e_{n-1}+d_{n-1}\right)-\frac{c_{3} e_{n} e_{n-1} d_{n-1}}{e_{n-1}+d_{n-1}}+\cdots}{1-\frac{\beta_{1} e_{n}+\beta_{2} d_{n}+\left(2-\beta_{1}-\beta_{2}\right) \omega_{n}}{e_{n-1}+d_{n-1}}}\left(d_{n}-\omega_{n}\right)+\cdots \\
&= c_{2} e_{n} d_{n}-\left[c_{2} e_{n}+\left(c_{3}-c_{2}^{2}\right) e_{n}\left(e_{n-1}+d_{n-1}\right)-\frac{c_{3} e_{n} e_{n-1} d_{n-1}}{e_{n-1}+d_{n-1}}+\cdots\right] \\
& \times\left[1+\frac{\beta_{1} e_{n}+\beta_{2} d_{n}+\left(2-\beta_{1}-\beta_{2}\right) \omega_{n}}{e_{n-1}+d_{n-1}}+\cdots \times\left(d_{n}-\omega_{n}\right)+\cdots\right. \\
&= c_{2} e_{n} d_{n}-\left[c_{2} e_{n}+\left(c_{3}-c_{2}^{2}\right) e_{n}\left(e_{n-1}+d_{n-1}\right)-\frac{c_{3} e_{n} d_{n-1}}{\left.1+\frac{d_{n-1}}{e_{n-1}}+\cdots\right]\left[1+\frac{c_{3} e_{n} d_{n-1}}{e_{n-1}+d_{n-1}}+\cdots\right]\left[\begin{array}{l}
\left.1+\frac{d_{n-1}}{e_{n-1}}+\cdots\right] \times\left(d_{n}-\omega_{n}\right)+\cdots \\
=
\end{array}\right.} \begin{array}{c}
c_{2} e_{n} d_{n}-\left[c_{2} e_{n}+\left(c_{3}-c_{2}^{2}\right) e_{n}\left(e_{n-1}+d_{n-1}\right)-\frac{e_{n}}{e_{n-1}}+\frac{d_{n-1}}{e_{n-1}}+\cdots\right] \times\left(d_{n}-\omega_{n}\right)+\cdots \\
=
\end{array}\right. \\
& c_{2} e_{n} d_{n}-\left[c_{2} e_{n}+\left(c_{3}-c_{2}^{2}\right) e_{n}\left(e_{n-1}+d_{n-1}\right)-c_{3} e_{n} d_{n-1}\left(1-\frac{d_{n-1}}{e_{n-1}}\right)+\cdots\right] \\
& \times\left[1+\beta_{1} \frac{e_{n}}{e_{n-1}}\left(1-\frac{d_{n-1}}{e_{n-1}}\right)+\cdots\right] \times\left(d_{n}-\omega_{n}\right)+\cdots \\
&= c_{2} e_{n} d_{n}-\left[c_{2} e_{n}+\left(c_{3}-c_{2}^{2}\right) e_{n} e_{n-1}+c_{2} \beta_{1} \frac{e_{n}^{2}}{e_{n-1}}+\cdots\right] \times\left(d_{n}-\omega_{n}\right)+\cdots \\
&=\left(c_{2}^{2}-c_{3}\right) e_{n} e_{n-1} d_{n}-c_{2} \beta_{1} \frac{e_{n}^{2}}{e_{n-1}} d_{n}+\cdots \\
&= c_{2}\left(c_{2}^{2}-c_{3}\right) e_{n}^{2} e_{n-1}^{2}-c_{2}^{2} \beta_{1} e_{n}^{3}+\cdots \\
&=\left.c_{2}^{2}-c_{3}\right) e_{n}^{2} e_{n-1}^{2}+\cdots
\end{align*}
$$

Let $C=c_{2}\left(c_{2}^{2}-c_{3}\right)$; then (17) becomes

$$
\begin{equation*}
e_{n+1}=C e_{n}^{2} e_{n-1}^{2}+\cdots \tag{18}
\end{equation*}
$$

Suppose that the order of (8) is $q$ when $\alpha_{1}=\alpha_{2}=1$; then from (7) we have

$$
\begin{equation*}
e_{n}=C e_{n-1}^{q}+\cdots \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{n+1}=C e_{n}^{q}+\cdots=C^{q+1} e_{n-1}^{q^{2}}+\cdots \tag{20}
\end{equation*}
$$

Table 1
Test functions and their roots.

| Example | Test functions | Root |
| :--- | :--- | :---: |
| 1 | $x e^{x^{2}}-\sin ^{2}(x)+3 \cos (x)+5$ | -1.2076478271309 |
| 2 | $\sin ^{2}(x)-x^{2}+1$ | 1.4044916482153 |
| 3 | $e^{x^{2}+7 x-30}-1$ | 3 |

Table 2
Comparison of various iterative methods for Example 1.

|  |  | Secant | ZLLM |  |
| :--- | :--- | :--- | :--- | :--- |
| $=-1$ | $n$ | 8 | 6 | 5 |
|  | $\left\|f\left(x_{n}\right)\right\|$ | $1.72 \mathrm{e}-16$ | $8.93 \mathrm{e}-32$ | $1.18 \mathrm{e}-24$ |
|  | $n$ | 9 | 6 | 6 |
| 1 | $\left\|f\left(x_{n}\right)\right\|$ | $3.19 \mathrm{e}-21$ | $1.83 \mathrm{e}-24$ | $1.15 \mathrm{e}-43$ |

Table 3
Comparison of various iterative methods for Example 2.

|  |  | Secant | ZLLM |  |
| :--- | :--- | :--- | :--- | :--- |
| $x_{0}=1.5$ | $n$ | 6 | 4 | 4 |
|  | $\left\|f\left(x_{n}\right)\right\|$ | $1.61 \mathrm{e}-20$ | $8.55 \mathrm{e}-25$ | $8.52 \mathrm{e}-36$ |
|  | $n$ | 9 | 6 | 5 |

Substituting (19) and (20) into (18) gives

$$
\begin{equation*}
C^{q+1} e_{n-1}^{q^{2}}=C^{3} e_{n-1}^{2 q+2}+\cdots \tag{21}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
q^{2}=2 q+2 \tag{22}
\end{equation*}
$$

It is obtained from (22) that the asymptotic convergence order $q=1+\sqrt{3}$.
By Theorem 1, we take $\alpha_{1}=\alpha_{2}=1$ in (8), and obtain the present method given by

$$
\left\{\begin{array}{l}
y_{n}=x_{n}-v_{n-1} f\left(x_{n}\right),  \tag{23}\\
v_{n}=\left(y_{n}-x_{n}\right) /\left(f\left(y_{n}\right)-f\left(x_{n}\right)\right), \\
z_{n}=x_{n}-v_{n} f\left(x_{n}\right), \\
x_{n+1}=z_{n}-\frac{\left(y_{n}-z_{n}\right)^{2}}{x_{n-1}+y_{n-1}-\beta_{1} x_{n}-\beta_{2} y_{n}-\left(2-\beta_{1}-\beta_{2}\right) z_{n}}
\end{array}\right.
$$

where $\beta_{1}, \beta_{2} \in \mathbb{R}$.
Theorem 1 shows that the asymptotic convergence order of the present method (23) is $1+\sqrt{3}$. We note that this method does not require any derivatives, which is efficient especially when the computational cost of the derivative is expensive.

## 4. Numerical examples

Now, we employ the new method given by (23) with $\beta_{1}=\beta_{2}=0$ and $v_{-1}=1$ to solve some nonlinear equations. The performance of the present method with the secant method given by (2) and the method given by (5) and (6) [22] (ZLLM) is compared. For the ZLLM, we take $y_{0}=x_{0}-f\left(x_{0}\right)$. For the secant method, we take $x_{-1}=x_{0}-f\left(x_{0}\right)$.

Table 1 shows the expression of the test functions and the root with 14 significant digits. All computational results are displayed in Tables 2-4.

In these methods it is necessary to begin with one initial approximation, $x_{0}$. In the first column of Tables $2-4$ we present the initial approximation, which is the same for all methods.

The iterative method is stopped when $\left|f\left(x_{n}\right)\right|<1 \mathrm{e}-15$. In Tables $2-4$, we show the number of iterations costed by each method and the evaluations of $f$ at the final approximate roots computed by each method.

The results in Tables 2-4 show that the present method is efficient.

Table 4
Comparison of various iterative methods for Example 3.

|  |  | Secant | ZLLM |  |
| :--- | :--- | :--- | :--- | :--- |
| $x_{0} 2.95$ | $n$ | 9 | 6 | New |
|  | $\left\|f\left(x_{n}\right)\right\|$ | $5.48 \mathrm{e}-25$ | 5 |  |
| $x_{0}=3.05$ | $n$ | 29 | $9.41 \mathrm{e}-31$ | 11 |

## 5. Conclusions

We present a new iterative method for solving nonlinear equations. Theorem 1 shows that the asymptotic convergence order of this method is $1+\sqrt{3}$. This method requires no derivatives, so it is especially efficient when the computational cost of the derivative is expensive.

## Acknowledgements

The authors would like to thank the referees for their corrections and many valuable suggestions. This work is supported by Shanghai Natural Science Foundation (10ZR1410900), by Shanghai Leading Academic Discipline Project (J50101) and by Key Disciplines of Shanghai Municipality (S30104).

## References

[1] A.M. Ostrowski, Solution of Equations in Euclidean and Banach Space, 3rd ed., Academic Press, New York, 1973.
[2] J.F. Traub, Iterative Methods for the Solution of Equations, Prentice-Hall, Englewood Cliffs, NJ, 1964.
[3] S. Amat, S. Busquier, J.M. Gutierrez, Geometric constructions of iterative functions to solve nonlinear equations, J. Comput. Appl. Math. 157 (2003) 197-205.
[4] V. Kanwar, S.K. Tomar, Modified families of Newton, Halley and Chebyshev methods, Appl. Math. Comput. 192 (2007) $20-26$.
[5] M. Frontini, E. Sormani, Some variants of Newton's method with third-order convergence, Appl. Math. Comput. 140 (2003) 419-426.
[6] H.H.H. Homeier, On Newton-type methods with cubic convergence, J. Comput. Appl. Math. 176 (2005) 425-432.
[7] J. Kou, Y. Li, X. Wang, Third-order modification of Newton's method, J. Comput. Appl. Math. 205 (2007) 1-5.
[8] A.Y. Özban, Some new variants of Newton's method, Appl. Math. Lett. 17 (2004) 677-682.
[9] S. Weerakoon, T.G.I. Fernando, A variant of Newton's method with accelerated third-order convergence, Appl. Math. Lett. 13 (2000) 87-93.
[10] I.K. Argyros, D. Chen, Q. Qian, The Jarratt method in Banach space setting, J. Comput. Appl. Math. 51 (1994) 103-106.
[11] C. Chun, Some second-derivative-free variants of Chebyshev-Halley methods, Appl. Math. Comput. 191 (2007) 410-414.
[12] C. Chun, On the construction of iterative methods with at least cubic convergence, Appl. Math. Comput. 189 (2007) 1384-1392.
[13] V. Kanwar, S.K. Tomar, Modified families of multi-point iterative methods for solving nonlinear equations, Numer. Algor. 44 (2007) $381-389$.
[14] J. Kou, Y. Li, X. Wang, A modification of Newton method with third-order convergence, Appl. Math. Comput. 181 (2006) $1106-1111$.
[15] L.D. Petkovi, M.S. Petkovi, A note on some recent methods for solving nonlinear equations, Appl. Math. Comput. 185 (2007) 368-374.
[16] F.A. Potra, V. Pták, Nondiscrete induction and iterative processes, in: Research Notes in Mathematics, vol. 103, Pitman, Boston, 1984.
[17] J.R. Sharma, A composite third order Newton-Steffensen method for solving nonlinear equations, Appl. Math. Comput. 169 (2005) $242-246$.
[18] R. Thukral, Introduction to a Newton-type method for solving nonlinear equations, Appl. Math. Comput. 195 (2008) 663-668.
[19] Nenad Ujević, An iterative method for solving nonlinear equations, J. Comput. Appl. Math. 201 (2007) 208-216.
[20] S.K. Parhia, D.K. Gupta, A sixth order method for nonlinear equations, Appl. Math. Comput. 203 (2008) 50-55.
[21] A. Rafiq, M. Awais, F. Zafar, Modified efficient variant of super-Halley method, Appl. Math. Comput. 189 (2007) 2004-2010.
[22] Hui Zhang, De-Sheng Li, Yu-Zhong Liu, A new method of secant-like for nonlinear equations, Commun. Nonlinear Sci. Numer. Simulat. 14 (2009) 2923-2927.


[^0]:    * Corresponding author.

    E-mail addresses: koujisheng@yahoo.com.cn, kjsfine@yahoo.com.cn (J. Kou).

