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Abstract: This paper considers the problem of adaptive fault-tolerant guaranteed cost controller 
design via dynamic output feedback for a class of linear time-delay systems against actuator 
faults. A new variable gain controller is established, whose gains are tuned by the designed 
adaptive laws. More relaxed sufficient conditions are derived in terms of linear matrix 
inequalities (LMIs), compared with the corresponding fault-tolerant controller with fixed gains. A 
real application example about river pollution process is presented to show the effectiveness of 
the proposed method. 
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1. INTRODUCTION 
 
Faults may drastically change the system behavior 

ranging from performance degradation to instability. 
Fault tolerant control (FTC) is needed in order to 
reach the system objectives, or if this turns to be 
impossible, to assign new (achievable) objectives to 
avoid to catastrophic behaviors. The study of fault-
tolerant control has received much attention over the 
past few decades [1-8]. In most of these papers, either 
LMI approach or adaptive method is used to design 
fault-tolerant controllers. Recently, in [9] and [10] 
new adaptive fault-tolerant H∞ controllers are 
proposed, taking the individual advantages of LMI 
method and adaptive approach via state feedback and 
dynamic output feedback controllers, respectively. 

Since delay phenomena are frequently encountered 
in mechanics, physics, applied mathematics, biology, 
economics and engineering systems [11,12], and time-
delay is a source of instability and poor performance, 
considerable attention has been devoted to the study 
of different issues related to time-delay systems [13-
20]. Many techniques are proposed to reduce the 
conservatism of delay-dependent criteria. Recently in 
[15-17], different types of Lyapunov-Krasovskii 
functionals and some free-weighting matrices are 
introduced to bring flexibility on solving LMIs. In the 
presence of time-delay, the design of fault-tolerant 
controllers becomes more complex and different. 
Some results about reliable state feedback control for 
time-delay systems can be found in the literature [21-
23] based on either LMI method or adaptive approach. 
Recently in [24], a reliable delay-dependent H∞ 
memory controller via variable gain state feedback is 
proposed to reduce the inherent conservativeness of 
fixed gain controllers. However, in many practical 
situations, the state information is not available. Thus 
there is a strong need to construct a dynamic 
controller satisfy practical situations and obtain a 
better performance and dynamical behavior of the 
state response [25,26]. Since the dimension of closed-
loop system via dynamic output feedback is bigger 
and the structure of the chosen Lyapunov-Krasovkii 
functional for time-delay system becomes more 
complex, the FTC design problem via dynamic output 
feedback for time-delay systems becomes more 
challenging. As far as we know, the topic of dynamic 
output feedback fault-tolerant control for linear time-
delay systems has received little attention. 

In this paper, we deal with the dynamic output 
feedback fault-tolerant guaranteed cost controller 
design problem for a class of linear time-delay 
systems against actuator faults. The main contribution 
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of this paper lies in that indirect adaptive method and 
LMI approach are combined successfully to construct 
a new fault-tolerant controller via dynamic output 
feedback for time-delay systems, whose gains are 
updating automatically based on the online estimated 
values of actuator faults. More relaxed conditions than 
those for the corresponding fault-tolerant dynamic 
output feedback controllers with fixed gains are 
derived to guarantee the asymptotically stability of the 
closed-loop system and an adequate level of 
performance. Finally, a real application example about 
river pollution process is provided to show the 
applicability and effectiveness of the proposed method 
developed in this paper. 

Notation: Throughout this paper, for symmetric 
matrices X and Y, the notation X Y≥  (respectively, 
X Y> ) means that the matrix X Y−  is positive 

semi-definite(respectively, positive definite); I  is 
the identity matrix with appropriate dimension. The 
superscript “ T ” represents the transpose. In a 
symmetric block matrix, the notation * is used to 
denote the submatrices lying above the diagonal. 

 
2. PROBLEM STATEMENT AND 

PRELIMINARIES 
 
Consider the following system with time-delay: 

1 ( ) ( ) (  - ) ( ),
( ) ( );  [ ,  0],
( ) ( ),

x t Ax t A x t h Bu t
x t t t h
y t Cx t

φ
= + +

= ∈ −
=

  (1) 

where ( )   nx t R∈  is the state vector, ( )  mu t R∈  is 

the control input, ( )  py t R∈  is the measured output, 
respectively. h  is a positive constant delay. { ( ),tφ  

[ ,0]}t h∈ −  is a real-valued initial function. 1,  ,A A  
and B  are known constant matrices of appropriate 
dimensions.  

Since p nC R ×∈  and 1rank( )=C p p≤  then there 

exists a matrix 1p p
cT R ×∈  such that 1rank( )= .cT C p  

Furthermore, there exists a matrix cnC  such that 

rank =n.c

cn

T C
C
 
 
 

 Denote 
1

.c
cn

cn

T C
T

C

−
 

=  
 

 

The following actuator fault model from [6] is 
adopted in this paper to formulate the reliable control 
problem: 

( ) (1 ) ( ), 0 1,

1 , 1 .

j j j jF
ij ii i i iu t u t

i m j L

ρ ρ ρ ρ= − ≤ ≤ ≤ ≤

= =
 (2) 

Let ( )F
iju t  represent the signal from the ith actuator 

that has failed in the jth fault mode. Here, the index j 

denotes the jth fault mode and L is the total fault 
modes. For every fault mode, j

iρ  and j
iρ  represent 

the lower and upper bounds of unknown constant ,j
iρ  

respectively. Note that, when 0,j j
i iρ ρ= =  there is 

no fault for the ith actuator ui in the jth fault mode. 
When 1,j j

i iρ ρ= =  the ith actuator iu  is outage in 

the jth fault mode. When 0 1,j j
i iρ ρ< ≤ <  in the jth 

fault mode the type of actuator faults is loss of 
effectiveness. 

Denote 
 

1 2( ) [ ( ),  ( ),  ( )] (1 ) ( ),F F F F T j
j j j mju t u t u t u t u tρ= = −

 

where 1 2[ , , ], 1 .j jj j
mdiag j Lρ ρ ρ ρ= =  Consid-

ering the lower and upper bounds the following set 
can be defined 

1 2{ | diag{ , , },

or }.

j
j jj j j

m

j j j j
i i i i

N
ρ

ρ ρ ρ ρ ρ

ρ ρ ρ ρ

= =

= =
 

Thus, the set jN
ρ

contains a maximum of 2m 

elements. 
For convenience in the following sections, for all 

possible fault modes L, we use a uniform actuator 
fault model 

1 2( ) (1 ) ( ), { , , }F Lu t u tρ ρ ρ ρ ρ= − ∈  (3) 

and ρ  can be described by 1 2diag{ , , }.mρ ρ ρ ρ∈  
The traditional dynamic output feedback controller 

with fixed gains is 

( ) ( ) ( ),

( ) (  - ) ( ),

f Kf f Kf

F
Kf f

t A t B y t

u t I C t

ξ ξ

ρ ξ

= +

=
  (4) 

where ( ) n
f t Rξ ∈  is the controller state, KfA  KfB  

and KfC  are the controller gains to be designed. 
Combing controller (4) with system (1), we have 

1( ) ( ) ( ),f f f f fx t A x t A x t h= + −   (5) 

where ( ) [ ( ),  ( )] ,T T T
f fx t x t tξ=  

1
1

( ) 0
, .

0 0
Kf

f f
Kf Kf

A B I C A
A A

B C A

ρ−   = =   
   

 

In order to stabilize system (1) and improve 
performance of systems, in this paper we introduce 
the following dynamic output feedback controller with 
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time-varying gains to reduce the conservativeness 
inherent in the corresponding controller with fixed 
gains (4) 

0

ˆ ˆ( ) ( ) ( ) ( ) ( ),

( ) (  - ) ( ),  
K K

F
K

t A t B y t

u t I C t

ξ ρ ξ ρ

ρ ξ

= +

=
  (6) 

where ( ) nt Rξ ∈  is the controller state, ˆ ( )tρ  is the 
estimated value of ρ obtained by the adaptive laws, 
which are determined later. 

0

0

ˆ ˆ ˆ( )= ( )+ ( ),
ˆ ˆ ˆ( )= ( )+ ( )

K K Ka Kb

K K Ka Kb

A A A A
B B B B

ρ ρ ρ
ρ ρ ρ

+
+

 

with  

1

1 1 1

1 1

ˆ ˆ( )= ,

ˆ ˆ ˆ ˆ( )=

ˆ ˆ ˆ ˆ( )= , ( )= ,

m

Ka i Kai
i
m m m

Kb i j Kbij i Kbi
i j i

m m

Ka i Kai Kb i Kbi
i i

A A

A A A

B B B B

ρ ρ

ρ ρ ρ ρ

ρ ρ ρ ρ

=

= = =

= =

+

∑

∑∑ ∑

∑ ∑

 

where 0 , 0, , , , , ,K Kai Kbi Kbij K Kai KbiA A A A B B B  and 

0KC  are gain matrices with appropriate dimensions 
to be determined later. 

Applying this controller (6) to (1), results in the 
following closed-loop system 

1( ) ( ) ( ),x t Ax t A x t h= + −    (7) 

where 

0

1
1

( ) [ ( ),  ( )] ,
( )

,
ˆ ˆ( ) ( )

0
.

0 0

T T T

K
f

K K

x t x t t
A B I C

A
B C A

A
A

ξ
ρ

ρ ρ

=
− 

=  
 
 

=  
 

 

Given positive definite symmetric matrices Q  and 
S, the following cost function is considered in this 
paper. 

0
( ( ) ( ) ( ) ( ) )T F T FJ x t Qx t u Su t dt

∞
= +∫  (8) 

Definitions 1: Consider linear time-delay system 
(1). If there exist a controller of form (6) and a 
positive scalar µ such that for both normal and faulty 
cases, the closed-loop system (7) is asymptotically 
stable and the closed-loop value of cost function (8) 
satisfies J µ≤  then µ  is said to be a guaranteed 
cost and the controller (6) is said to be an adaptive 

reliable guaranteed cost dynamic output feedback 
controller. 

The objective of this paper is to develop a 
procedure to design an adaptive reliable guaranteed 
cost dynamic output feedback controller such that, in 
normal and faulty cases, the resultant closed-loop 
system is asymptotically stable and give an upper 
bound for the cost function (8). 

Before proceeding further, we introduce the 
following lemmas, which are essential for the 
development of our results. 

Denote 1{ ( ) : { , }},v N i i iδ δ δ δ δ δ∆ = = ∈   
where iδ ( 1 )i N=  is an unknown constant iδ  
and are iδ  the known lower and upper bounds of iδ  
respectively. 

Lemma 1 [9]: If there exists a symmetric matrix 
Θ  with 

11 12

12 22
T

Θ Θ 
Θ =  

Θ Θ  
 

and 11,Θ  22
Nn NnR ×Θ ∈  such that the following 

inequalities hold: 

22 0,iiΘ ≤  1i N=  

for vδ ∈ ∆  

11 12 12 22( ) ( ( )) ( ) ( ) 0,Tδ δ δ δΘ + Θ ∆ + Θ ∆ + ∆ Θ ∆ ≥  

0 0,T T
T

Q E
U U G G

E F

 
+ + Θ < 

  
  (9) 

then for all [ , ]i i iδ δ δ∈  

0
1 1 1 1

0 0
1 1

( ) ( )

          ( ) ( ) 0,

N N N N
T

i i i i i j ij
i i i j

N N
T

i i i i
i i

W Q E E F

U U U U

δ δ δ δ δ

δ δ

= = = =

= =

= + + +

+ + + <

∑ ∑ ∑∑

∑ ∑
 

(10) 
where 0 0

TQ Q=  and 

1

1 2 1 2

11 12 1

21 22 2

1 2

, ( ) { },

[  ], [  ],

0
, .

0

T
ij ij N

N n

N

N

N N NN

F F diag I I

E E E E U U U U

F F F I
F F F

F G
I

F F F I

δ δ δ= ∆ =

= =

    
    
    = =        
    

 

Lemma 2 [1]: For given positive scalar h and any 

1 ,n nA R ×∈  the operator 0( ) : n
tD x C R→  defined by  
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 1( ) ( ) ( )
t

t t h
D x x t A x s ds

−
= + ∫   (11) 

is stable if there exist a positive definite matrix Γ  
and a scalar 10 1α< <  such that 

 1 1 0.
*

ThAα − Γ Γ < 
−Γ  

   (12) 

Lemma 3 [1]: For any constant matrix ,n nM R ×∈  
,TM M=  scalar vecto 0,γ >  function :[0, ]v γ →  

nR  such that the integrations concerned are well 
defined, then 

0 0 0
( ( ) ) ( ( ) ) ( ( ) ( ) ).T Tv s ds M v s ds v s Mv s ds

γ γ γ
γ≤∫ ∫ ∫

(13) 
Lemma 4: Consider the closed-loop system 

described by (5). Then the following statements are 
equivalent: 
(i) there exist a symmetric matrix 0,aP >  

11 12

22
0

*
R R

R
R

 
= > 
 

 and a controller described 

by (4) such that for all 1 2{ , , },Lρ ρ ρ ρ∈  

j
j N

ρ
ρ ∈  

0 0 1 1 0 1( )

*

T T T
f f f f ahA RA h A A P

hR

 Ω + Ω + + Φ +
 

−  
 

0,<  (14) 
 where 0 1( )a f fP A AΩ = +  and 

 0
0

.
0 ( ) ( )T

Kf Kf

Q

C I S I Cρ ρ
 

Φ =  
− −  

 

(ii) there exist symmetric matrices 1N  and 1Y  with 

1 10 ,N Y< < 11 12

22
0

*
R R

R
R

 
= > 
 

 and a controller 

described by (4) with 0 ,Kf KeA A=  0 ,Kf KeB B=  

0Kf KeC C=  such that for all 1 2{ , ,ρ ρ ρ∈  

}, j
L j N

ρ
ρ ρ ∈  

 

0 1 3 5

2 4 6
0

11 12

22

*
0,

* *
* * *

aV
hR hR

hR

Λ Λ Λ Λ 
 Λ Λ Λ = <
 − −
 − 

 (15) 

where  

1 1 1 0( )( ) KeY B I I N Aρ ρΛ = − − −  

1 1 1 0

2 1 0 1 0

1 0 1 0

0 0

3 1 1 0 1

4 0 1 0 1

5 1 1 0 1

6 0 1 0 1

( ( ) ) ,
( )

( ( ) )

( ) ( ) ,

( ) ,

( ) ,

( ) ,

( ) .

T
Ke

Ke Ke
T

Ke Ke
T
Ke Ke

T T
Ke

T T T
Ke Ke

T T
Ke

T T T
Ke Ke

N A A N B C
N B I C N A

N B I C N A

C I S I C

h A A Y hC B N

hC I B Y hA N

h A A N hC B N

hC I B N A N

ρ

ρ

ρ ρ

ρ

ρ

+ − + +
Λ = − − +

+ − − +

+ − −

Λ = − + −

Λ = − −

Λ = − + +

Λ = − − +

 

Proof: (14) ⇔ (15). (14) holds for is equivalent to 
that there exists  

 11 12

12 22

T

a
P PP
P P

 
=  
  

   (16) 

with 11
n nP R ×∈  and 12P  nonsingular such that 

0 0 1 1 0 1( )

*

T T T
f f f f ahA RA h A A P

hR

 Ω + Ω + + Φ +
 

−  
 

0.<  (17) 
Let 1 1

0 12 22 22 12( ) ,T T
Ke KfA P P A P P− −=  1

0 12( )T
KeB P−= −  

22 ,KfP B  1
0 22 12 ,T

Ke KfC C P P−= −  1 11Y P=  and 1N =  
1

12 22 12.TP P P−  Then  

 
1 1

12 22 12 22

1 1

1 1

0 0

0 0

,

T

a
I I

P P
P P P P

Y N
N N

− −
   

=    
− −      

− 
=  − 

 (18) 

0P >  is equivalent to 1 10 ,N Y< <  and (17) is 
equivalent to 

1 1 1 1 1 1
1

( )
*

T T T
e e e e

a
hA RA h A A PV

hR

 Ω + Ω + + Φ +=  
−  

0,<  (19) 
where 1 1( ),e eP A AΩ = +  

1
0 0

0 1
1

0 0

0
,

0 ( ) ( )

( ) 0
, .

0 0

T
Ke Ke

Ke
e e

Ke Ke

Q

C I S I C

A B I C A
A A

B C A

ρ ρ
ρ

 
Φ =  

− −  
−   = =   

  

 

By (15), it follows Va1 = Va0. The proof is completed. 
 

3. MAIN RESULTS 
 
In this section, the solvability of the adaptive fault-
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tolerant control problem via dynamic output feedback 
in the framework of LMI and adaptive laws for the 
linear time-delay model (1) is studied. 

Define an operator ,( ) : n
t n hD x C R→  as 

1( ) ( ) ( ) ,
t

t t h
D x x t A x s ds

−
= + ∫   (20) 

where ( ), [ ,0]tx x t s s h= + ∈ −  
Theorem 1: Suppose that there exist ,Γ  1 0α >  

and 2 0α >  satisfying (12). If there exist a controller 
of form (6), matrices 1 1 12 110 , , 0,N Y R R< < >  

22 0,R > 0 , , , ,K Kai Kbi KbijA A A A 0 0, , , ,K Kai Kbi KB B B C  
, 1i j m=  and a symmetric matrix Θ with  

11 12

12 22
T

Θ Θ 
Θ =  

Θ Θ  
 

and 11Θ 4 4
22

mn mnR ×Θ ∈  such that the following 
inequalities hold: 

22 0,iiΘ ≤  1i m=  

for ˆˆ ρρ ∈ ∆  

11 12 12 22( ) ( ( )) ( ) ( ) 0Tδ δ δ δΘ + Θ ∆ + Θ ∆ + ∆ Θ ∆ ≥  

for all 1 2{ , , },Lρ ρ ρ ρ∈  j
j N

ρ
ρ ∈  

 1 0,T T
T

Q E
U U G G

E F

 
+ + Θ < 

  
  (21) 

where 

0 1 2 5

3 4 6
1

11 12

22

1 2

1 1 7 8 8

1 1 2 1 9 9

*
,

* *
* * *

[  ],
[ ], , 1 ,

,
0 0 0 0
0 0 0 0

m

ij

Kbi Kai

Kbi Kai Kbi
i

h h
h h

Q
hR hR

hR
E E E E
F F i j m

N B C N B C
N B C N B CM N A

E

∆ ∆ ∆ ∆ 
 ∆ ∆ ∆ =
 − −
 − 

=
= =

− − ∆ ∆ −∆ 
 + ∆ −∆ =
 
 
 

1

1 1 1

1

1

0

( )

0

0

Kbij

T T
Kbij Kbij Kbij

ij
Kbij

Kbij

N A

A N N A N A
F

hN A

hN A

−

− +

= 
−




 

1 1

0 0

,
0 0
0 0

T T
Kbij KbijhA N hA N




− 




 

0 1 1 1 0 1 1 1 0

1 11 1

1 1 0 1 0 1

2 1 2 1

1 1 1 0 1

2 1 1 0 1

3 1 0 1

( ) ( ( ) )

       ,
( ) ( )

       ( ) ( )

       [ ( ) ( ) ] ,

( ) ,

( ) (

T
K K

T

K K Ka
T T T

Ka Ka
T

K Ka
T T T

K

K

Y A A N B C Y A A N B C

Q hA R A
Y B I C N A N A

M N A M C B N

N A A N B C N B C

A A Y C B N

N B I C N B

ρ ρ

ρ ρ

ρ

ρ

∆ = + − + + −

+ +
∆ = − − −

+ −

+ − + + +

∆ = + −

∆ = − − + − 0

1 0 1 1 0 1

0 0

4 0 1 0 1

5 1 1 0 1

6 0 1 0 1

7 1 2 1

8 1

9

( ) )

      ( ) [ ( )]

       ( ) ( ) ,

( ) ,

( ) ,

( ) ,

,

[ ] ,

[

T
K

T
K Ka K Ka

T
K K

T T T
K K

T T T
K

T T T
K K

T
Kbi Kai

T T
Kai Kbi

K

I C

N A N A N A N A

C I S I C

C I B Y A N

A A N C B N

C I B N A N

N A M N A

hC B B N

h A

ρ

ρ ρ

ρ ρ

ρ

ρ

−

+ + + +

+ − −

∆ = − −

∆ = − + +

∆ = − − +

∆ = − −

∆ = − +

∆ = − 1

1

1 2

] ,
ˆ ˆ ˆ( ) diag[ ],

0
, ,

0

T
ai Kbi

m

c
cn cn

cn

A N
I I

T
M T M T

C

ρ ρ ρ
+

∆ =

  
= =   

   

 

and also ˆ ( )i tρ  is determined according to the 
adaptive law 

2[ min{ }, max{ }]

2

2

2

ˆ ( ) Proj { }

ˆ min{ } and 0
0,   if

       ˆor max{ } and 0;

                               otherwise,

j j
i ij j

i i

j
i iij

j
i iij

i

t L

L

L

L

ρ ρ
ρ

ρ ρ

ρ ρ

=

 = ≤

=  = ≥




 (22) 

where 

2 1 1

1 1

[

],

T T T
i i Kai Kai

T
Kai

L l N A y M A

N B CM y

ξ ξ ξ

ξ

= − −

+
 

and 0 ( 1 )il i m≥ =  is the adaptive law gain to be 
chosen according to practical applications. Proj{}⋅  
denotes the projection operator [27], whose role is to 
project the estimates ˆ ( )i tρ  to the interval 

[min{ }, max{ }].j j
i ij j

ρ ρ  Then the closed-loop system 
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(7) is asymptotically stable and the cost function (8) 
satisfies the following bound: 
 

0
1 1(0) (0) ( ) ( ) ( )T T T

h
J D PD h s h x s A RA x s ds

−
≤ + +∫

2

1

(0)m
i

ii l
ρ

=
+∑     (23) 

 

with 11 12

22
.

*
R R

R
R

 
=  
 

 

Proof: Take Lyapunov-Krasovkii functional as 

 1 2 3,V V V V= + +    (24) 

where 
2

1 3
1

2 1 1

(0)
( ) ( ), ,

( ) ( ) ( )

m
T i

t t
ii

t T T
t h

V D x PD x V
l

V s t h x s A RA x s ds

ρ

=

−

= =

= − +

∑

∫
 

with 0,  0.P R> >  
From the derivative of V along the closed-loop 

system (7}), it follows 

1 1

1 1

1 1

2 1 1

1
1 1

3
1

2 ( ) ( ) ( )

   ( )[ ( ) ( ) ] ( )

 2( ( ) ) ( ) ( ),

( ) ( )

( ( ) ) ( ( ) ),

( ) ( )
,

T
t

T T

t T
t h

T T

t tT
t h t h

m
i i

ii

V D x P A A x t

x t P A A A A P x t

A x s ds P A A x t

V hx t A RA x t

A x s ds h R A x s ds

t t
V

l
ρ ρ

−

−
− −

=

= +

= + + +

+ +

≤

−

=

∫

∫ ∫

∑

 

where Lemma 3 is used to get 2.V  
Here, the following equalities are obtained by using  

ˆ( ) ( ) ,
ˆ( )= ( )+ ( ),

ˆ( )= ( ) ( ).

i i i

Ka Ka Ka

Ka Ka Ka

t t
A A A
B B B

ρ ρ ρ
ρ ρ ρ
ρ ρ ρ

= −

+
 

Then A  can be written as ,a bA A A= +  
where 

0

0

0

ˆ[ ( ) ( )]

( )
,

ˆ( )+ ( )

0 0
.

( ) ( )

a
K Ka Kb

K

K Ka Kb

b
Ka Ka

A
A

B B B C

B I C
A A A

A
B C A

ρ ρ
ρ
ρ ρ

ρ ρ


=  + +

− 
+ 

 
=  
 

 

Let P  is the following form, that is 

1 1

1 1

Y N
P

N N
− 

=  − 
   (25) 

with 1 10 ,N Y< <  which implies 0.P >  
From (1), it follows .c cT Cx T y=  Then 

1 2
c

cn
cn

T Cx
x T M y M y

C x
 

= = + 
 

  (26) 

with 1 2
0

, .
0
c

cn cn
cn

T
M T M T

C
  

= =   
   

 

Notice that 
 

1 1 0 1

1 1 0 2

ˆ[ ( ) ( )]
ˆ[ ( ) ( )]

K Ka Kb
a

K Ka Kb

Y A N B B B C T
PA

N A N B B B C T
ρ ρ
ρ ρ

− + + 
=  − + + + 

 

with 
 

1 1 0 1 0

2 1 0 1 0

ˆ( ) [ ( )+ ( )],
ˆ( ) [ ( )+ ( )],

K K Ka Kb

K K Ka Kb

T Y B I C N A A A
T N B I C N A A A

ρ ρ ρ
ρ ρ ρ

= − − +
= − − + +

 

and 

1 1

1 1

( ) ( )
,

( ) ( )
Ka Ka

b
Ka Ka

N B C N A
PA

N B C N A
ρ ρ

ρ ρ
− − 

=  
 

 

which follows 

1 1

1 1

( ) ( ) ( ) ( )

( ) ( ) .

T T T
b Ka Ka

T T
Ka Ka

x t PA x t x N B Cx x N A

N B Cx N A

ρ ρ ξ

ξ ρ ξ ρ ξ

= − −

+ +
(27) 

Thus, by (26) it is easy to see 

1 1 1

2 1

1 1 1

1 2

( ) ( )

( ) ,

( ) ( )

( ) .

T T T
Ka Ka

T T
Ka

T T
Ka Ka

T
Ka

x N A y M N A

x M N A

N B Cx N B CM y

N B CM x

ρ ξ ρ ξ

ρ ξ

ξ ρ ξ ρ

ξ ρ

− = −

−

=

+

 

So ( ) ( ) ( ) ( ) ,T T
b a bx t PA x t x t M x t M= +  

where 

1 2 1

1 2

1 1 1 1

1

( ) ( ) ,
( ) 0

( ) ( )

         ( ) .

T
Ka Ka

a
Ka

T T T
b Ka Ka

T
Ka

N B C M N AM
N B CM

M y M N A N B CM y

N A

ρ ρ ξ
ρ

ρ ξ ξ ρ

ξ ρ ξ

 − −=  
  

= − +

+

 

Then from the derivative of $V(t)$ along the closed-
loop system (7), it follows 

1 1 1( )[ ( ) ( ) ] ( )T T
a aV x t P A A A A P x t= + + +  (28) 
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1 1

       ( )( ) ( ) 2   

       2( ( ) ) ( ) ( ).

T T
a a b

t T
t h

x t M M x t M

A x s ds P A A x t
−

+ + +

+ +∫
 

So 

0
1

( ) ( )
( ) 2 ,

m
T i i

b
ii

t t
V t W M

l
ρ ρχ χ

=
≤ + +∑  (29) 

where  

1

1 1 1
0 1

( )
,

( )

( )

*

t

t h

T T T

x t

A x s ds

hA RA A A P
W

h R

χ
−

−

 
 =
 
 
 Φ + Φ + +

=  
 − 

∫
 

with 1( ) .a aP A A MΦ = + +  
Since y  and ξ  are available on line, we choose 

the adaptive laws as (22). Then it follows 

1

( ) ( )
0.

m
i i

b
ii

t t
M

l
ρ ρ

=
+ ≤∑    (30) 

Thus  

0( ) .TV t Wχ χ≤     (31) 

Furthermore, 

( )0

10

( ) ( ) (0)

(0),

T T

T

J x t x t V dt V

W dt Vχ χ

∞

∞

≤ Ψ + +

≤ +

∫

∫
  (32) 

where 

0 0

1 1 1
1 1

0
,

0 ( ) ( )

( )
.

*

T
K K

T T T

Q

C I S I C

hA RA A A P
W

h R

ρ ρ

−

 
Ψ =  

− −  
 Φ + Φ + + Ψ +

=  
 − 

 

By pre-and-post multiplying inequalities 1 0W <  by 
diag{ , }I h  then 1 0W <  is equivalent to 

1 1 1
2

( )
*

T T ThA RA h A A PW
hR

 Φ + Φ + + Ψ +=  
−  

 

0.<  (33) 
Furthermore (33) can be described by 
 

2 1
1 1 1 1

ˆ ˆ ˆ ˆ ˆ( ) ( )

0,

m m m m
T

i i i i i j ij
i i i j

W Q E E Fρ ρ ρ ρ ρ
= = = =

= + + +

<

∑ ∑ ∑∑  

where 1,Q  ,iE  ijF  are defined in (21). By Lemma 

1, we can get 2 ˆ( ) 0W ρ <  if (21) holds, which implies 

1 0W <  and 0 0.W <  Then the closed-loop system 
(7) is asymptotically stable in both normal and faulty 
cases. Moreover  

0
1 1(0) (0) ( ) ( )T T T

h
J D PD h s h x A RA x s ds

−
≤ + +∫  

2

1
(0)

.m i
i

il
ρ

=+∑                           

Remark 2: Theorem 1 presents sufficient condi-
tions for adaptive fault-tolerant guaranteed cost 
controller design via dynamic output feedback. 
Generally, (21) is not LMIs. But when 0KC  is given, 

1 0 1 1 1 1 0 1, , , , ,K Kai Kbi Kbij K KaiN A N A N A N A N B N B and 

1 KbiN B  are defined as new variables, (21) becomes 
LMIs and linearly depends on uncertain parameters 
ρ  and ˆ.ρ  

Remark 3: By (2) and (22), it follows that 
(0) max{ } min{ }.j j

i i ijj
ρ ρ ρ≤ −  We can choose il  

relatively large so that 
2

1

(0)m
i

ii l
ρ

=
∑  is sufficiently small. 

Theorem 2: Consider the closed-loop system (7) 
with cost function (8). If the following optimization 
problem 

 1min{ ( )}trα + Γ  subject to 
(i) LMI (12), (21) 

(ii) (0) 0
*

TD P
P

α − < 
−  

 

(iii) 1 0 1 0
*

T ThV A R
hR

 −Γ < 
−  

                  (34) 

has a solution set, the controller (6) ensures the 
minimization of the guaranteed cost (8) for the closed-
loop system (7) against actuator faults, where 

0
0 0( ) ( ) ( ) .T T

h
s h x s x s ds V V

−
+ =∫  

Proof: By Theorem 1, (i) in (34) is clear. Also, it 
follows form the Schur complement that (ii) and (iii) 
in (34) are equivalent to 

(0) (0)TD PD α<  and 0 1 1 0 1,T ThV A RAV ≤ Γ  respec-
tively. On the other hand 

0
1 1( ) ( ) ( )T T

h
s h x s A RA x s ds

−
+∫  

0
1 1

0 1 1 0 1

tr(( ) ( ) ( ))

tr( ) ( ).

T T
h

T T

s h x s A RA x s ds

V A RAV tr

−
= +

= < Γ

∫  
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Hence, it follows from (32) that 

2
*

1
1

(0)
tr( ) .

m
i

ii
J

l
ρα

=
< + Γ +∑  

Thus, the minimization of 1tr( )α + Γ  implies the 
minimization of the guaranteed cost for the system (7). 

Remark 4: It should be noted that a matrix cnC  

satisfying rank c

cn

T C
n

C
 

= 
 

 is not unique in general, 

which can be used to regulate cnC  for obtaining 
better performance in adaptive fault-tolerant 
guaranteed control design. 

Remark 5: If we choose the Lyapunov functional 
candidate 1 2 ,V V V= +  where 1V  are 2V  defined 
in (24), then it is easy to see conditions (14) can 
guarantee the closed-loop system (6) is asymptotically 
stable and the cost function (8) satisfied the following 
bound: 

0
1 1(0) (0) ( ) ( ) ( ) .T T T

h
J D PD h s h x s A RA x s ds

−
≤ + +∫  

From Lemma 4, it follows condition (14) is equivalent 
to (15). That is, there is no conservativeness brought 

by the chosen special structure 1 1

1 1

Y N
P

N N
− 

=  − 
 

when we deal with the design problem of dynamic 
output feedback controllers with fixed gains. It should 
be noted that conditions (15) also are not convex. But 
when 0KeC  is given, 1 0KeN A  and 1 0KeN B  are 
defined as new variables, they become LMIs. Also the 
upper bound of J with fixed gains controller can be 
obtained by solving the following optimization: 

 1min{ tr( )}α + Γ  
(i) LMI (12) and (15) 

(ii) (0) 0
*

TD P
P

α − < 
−  

 

(iii) 1 0 1 0.
*

T ThV A R
hR

 −Γ < 
−  

                 (35) 

Theorem 3: If the conditions in Lemma 4 hold for 
the closed-loop system (5) with fixed gain dynamic 
output feedback controller (4), then the conditions in 
Theorem 1 hold for the closed-loop system (7) with 
adaptive dynamic output feedback controller (6). 

Proof: Notice that if 1 0aV <  for the actuator 
failure cases and normal case, then the conditions in 
Theorem 1 is feasible with 0 0 0 0, ,K Ke K KeA A B B= =  

0 0 , 0,K Ke Kai Kbi Kbij Kai KbiC C A A A B B= = = = = =  
, 1 .i j m=  The proof is complete. 

Remark 6: Theorem 3 shows that the method for 
the adaptive fault-tolerant guaranteed cost controllers 
design given in Theorem 1 is less conservative than 
that given in Lemma 4 for the fault-tolerant 
guaranteed cost controllers design with fixed gains. 
The following two-step algorithm gives a method for 
the fault-tolerant dynamic output controllers design 
with fixed gains. 

Algorithm 1: 
Step 1: Given a fixed controller gain 0KeC  which 

may be chosen from a feasible solution for 
stabilization problem via state feedback using the 
same Lyanpunov functional 1 2V V V= +  

1 0( ) 0,
*

T T ThX A A hY B
hR

 ϒ + + < 
−  

 

where 
 

1 0 1 0 1 1( ) [( ) ]T TA A X BY A A X BY hA RAϒ = + + + + + +
 

and conditions (12) holds for 1 1.A A=  Then the 
feasible solutions are denoted as X  and 0.Y  Let 

1
0 0 .KC Y X −=  

Step 2: Let 1 0 0K KN A A=  and 1 0 0K KN B B=  

1{ ( )}trα + Γ  s.t. 1 10 N Y< <  (35). 

Then the controller gains can be obtained by 
1

0 1 0 ,K KA N A−=  
1

0 1 0K KB N B−=  and 
1

0 0 .KC Y X −=  
From Theorem 2, we have the following algorithm 

to optimize the adaptive fault-tolerant guaranteed cost 
performances in normal and fault cases. 

Algorithm 2: 
Step 1: The procedure is the same as Step 1 in 

Algorithm 1. 
Step 2: Let 1 0 0 ,K KN A A= 1 ,Kai KaiN A A= 1 KbiN A  

,KbiA= 1 ,Kbij KbijN A A= 1 0 0 ,K KN B B= 1 KaiN B =

,KaiB 1 Kbi KbiN B B=  

1{ ( )}trα + Γ  s.t. 1 10 N Y< <  and (34). 

The corresponding controller gains 0 ,KA ,KaiA ,KbiA  
,KbijA 0 ,KB ,KaiB KbiB  and 0KC  can be obtained. 

Remark 7: By Theorem 3, it follows that 
Algorithm 2 can give less conservative design than 
Algorithm 1, which will be illustrated by example in 
Section 4. 

 
4. EXAMPLE 

 
In this section, a real application example about 

river pollution control [26] is proposed to showthe 
effectiveness of our approach. 
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[ ]
1( ) ( ) ( ) ( ),

( ) ( ), ,0 ,
( ) ( ),

x t Ax t A x t h Bu t
x t t t h
y t Cx t

φ
= + − +
= ∈ −
=

  (36) 

where 

10 1 2

30 20 1 2

2 1
1

2 1

0
,

0 0
, , 0 1 .

0 0

k
A

k k

A B C

η η
η η

η η
η η

− − − 
=  − − − − 
     = = =        

 

Here [ ]1 2( ) ( ) Tu u t u t=  is the control variable of 
river pollution. 0 ( 1,2,3),ik i = 1η  and 2η  are known 
constants. The physical meaning of these parameters 
can be found in [1]. 

In the simulation, we choose 0.7,h =  1 2,η =  

2 10 20 301, 3, 1, 1,k k kη = = = = [1 0]cnC = and 1.cT =  

The initial state is 
0.5

( ) .
0.5

tφ  
=  
 

 And the matrices in 

the performance index (8) are 
0.5 0
0 0.5

Q
 

=  
 

 and 

1 0
.

0 1.5
S

 
=  
 

 

Besides normal mode that is, 1 1
1 2 0,ρ ρ= =  the 

following possible fault modes are considered: 
Fault mode 1: The first actuator is outage and the 

second actuator may be normal or loss of 
effectiveness, that is, 2 2

1 21,0 0.4.ρ ρ= ≤ ≤  
Fault mode 2: The second actuator is outage and 

the first actuator may be normal or loss of 
effectiveness, that is, 3 3

2 11,0 0.5.ρ ρ= ≤ ≤  
Using LMI tool box and Algorithms 1-2, it follows 

that the cost performance index is 4.4836 with 
adaptive dynamic output feedback controller while 
that of fixed gain controller is 5.1858. The considered 
faulty cases in the following simulations are as 
follows. Faulty case 1 is at 0 second, the first actuator 
becomes outage. Faulty case 2 is at 0.5 second, the 
second actuator becomes outage. Then after 1 second, 
the first actuator becomes loss of effectiveness of 50%. 

Figs. 1, 2, and 3 are the state responses with 
adaptive and fixed gain dynamic output feedback 
controllers in normal and fault cases, respectively. It is 
easy to see our adaptive fault-tolerant guaranteed cost 
controller performs better than the one with fixed 
gains in both normal and faulty cases just as theory 
has proved. 

In the next simulations, some time-varying 
uncertainties ( )A t∆ = 0.25Asint, 1 1( ) 0.25 cos3A t A t∆ =  
and ( ) 0.25 sin 2B t B t∆ =  are added into the system 

matrices ,A  1A  and ,B  respectively, which aims 
to demonstrate the robustness of designed controllers. 
The corresponding state curves are given in Figs. 4-6. 
It is easy to see that the designed controllers are robust 
to these uncertainties. 
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Fig. 1. Response curves in normal case with adaptive 
controller (solid) and controller with fixed 
gains (dashed). 
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Fig. 2. Response curves in fault case 1 with adaptive 
controller (solid) and controller with fixed 
gains (dashed). 
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Fig. 3. Response curves in fault case 2 with adaptive 
controller (solid) and controller with fixed 
gains (dashed). 
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5. CONCLUSIONS 

 
We have investigated the problem of adaptive fault-

tolerant guaranteed cost control via dynamic output 
feedback against actuator faults for a class of linear 

time-delay systems. A new fault-tolerant dynamic 
output feedback controller with variable gains is 
proposed, based on the online estimation of fault 
parameters. Sufficient conditions with less 
conservativeness than the corresponding fault-tolerant 
controllers with fixed gains are derived in the 
framework of LMIs, such that in both normal and 
faulty cases the system can be stabilized and has a 
sub-optimal performance. A real application example 
about river pollution process is given, which 
illustrates the effectiveness of the new controller 
design method. 
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Fig. 4. Robust response curves in normal case with 
adaptive controller (solid) and controller with 
fixed gains (dashed). 
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Fig. 5. Robust response curves in fault case 1 with 
adaptive controller (solid) and controller with 
fixed gains (dashed). 
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Fig. 6. Robust response curves in fault case 2 with 
adaptive controller (solid) and controller with 
fixed gains (dashed). 
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