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Abstract—In this paper, linear transceiver design for dual- systems, linear MMSE forwarding matrix at the relay and
hop non-regenerative (amplify-and-forward (AF)) MIMO-OF DM equalizer at the destination are joint designed[in [19].- Fur
systems under channel estimation errors is investigated.esond thermore, the linear MMSE transceiver design for dual hop

order moments of channel estimation errors in the two hops
are first deduced. Then based on the Bayesian framework, jotn MIMO-OFDM relay systems based on prefect channel state

design of linear forwarding matrix at the relay and equalizer information (CSI) is proposed in_[20].
at the destination under channel estimation errors is propsed In all the above works, CSI is assumed to be perfectly

to minimize the total mean-square-error (MSE) of the output known. Unfortunately, in practical systems, CSI must be
signal at the destination. The optimal designs for both corelated estimated and channel estimation errors are inevitableenWh

and uncorrelated channel estimation errors are consideredThe h | timati ist i |t | f
relationship with existing algorithms is also disclosed. Mreover, channel estimation errors exist, in general, wo classes 0

this design is extended to the joint design involving source designs can be employed: min-max and stochastic designs.
precoder design. Simulation results show that the proposed If the distributions of channel estimation errors are known

plefsign ?utperflorms the design based on estimated channeb& to be unbounded, stochastic design is preferred. Stochasti
Information onty. H H ili H S
Keywords: M)i/nimum mean-square-error (MMSE), Ampliy- :jesilhg.n includes pro?ablllty-basBed de_S|gndanq Baye&agmiﬁs
and-forward (AF), forwarding matrix, equalizer. n this paper, we Tocus on bayesian design, |!'1 which an
averaged mean-square-error (MSE) performance is comsider
Recently, Bayesian linear MMSE transceiver design under
|. INTRODUCTION channel uncertainties has been addressed for point-td-poi
In order to enhance the coverage of base stations adtMO systems [22], [[2B] and point-to-point MIMO-OFDM
quality of wireless links, dual-hop relaying is being calesied systems[[24].
to be one of the essential parts for future communicationlIn this paper, we take a step further and consider the linear
systems (e.g., LTE, IMT-Adanced, Winner Project). In duaMMSE transceiver design for dual-hop AF MIMO-OFDM
hop cooperative communication, relay nodes receive sigmalay systems without the direct link. For channel estiorain
transmitted from a source and then forward it to the destinat the two hops, both the linear minimum mean square error and
[1], [2]. Roughly speaking, there are three different relagnaximum likelihood estimators are derived, based on which
strategies: decode-and-forward (DF), compress-andaiatwthe second order moments of channel estimation errors are
(CF) and amplify-and-forward (AF). Among them, AF strateggeduced. Using the Bayesian framework, channel estimation
is the most preferable for practical systems due to its logrrors are taken into account in the transceiver desigerioit.
complexity [3]-7]. Then a general closed-form solution for the optimal relay
On the other hand, for wideband communication, multiplderwarding matrix and destination equalizer is proposesthB
input multiple-output (MIMO) orthogonal-frequency-dsidn- the uncorrelated and correlated channel estimation ean@'s
multiplexing (OFDM) has gained a lot of attention in botltonsidered. The relationship between the proposed ahgorit
industrial and academic communities, due to its high spectand several existing designs is revealed. Furthermore, the
efficiency, spatial diversity and multiplexing gairis [81F]. proposed closed-form solution is further extended to an it-
The combination of AF and MIMO-OFDM becomes an aterative algorithm for joint design of source precoder, yela
tractive option for enabling high-speed wireless multieiiae forwarding matrix and destination equalizer. Simulatiesuits
services[[1P]. demonstrate that the proposed algorithms provide an obviou
In the last decade, linear transceiver design for varioaslvantage in terms of data mean-square-error (MSE) comipare
systems has been extensively investigated because ofwits to the algorithm based on estimated CSI only.
implementation complexity and satisfactory performarfle [  We want to highlight that the solution proposed in this
[13]. For linear transceiver design, minimum mean-squargaper can be directly extended to the problem minimizing
error (MMSE) is one of the most important and frequentlthe weighted MSE. Various objective metrics such as ca-
used criteria[[14]+[20]. For example, for point-to-pointMO  pacity maximization and minimizing maximum MSE can
and MIMO-OFDM systems, linear MMSE transceiver desighe transformed to a weighted MSE problem with different
has been discussed in details [n][14]}[16]. Linear MMSteighting matrices[[14]. For clearness of presentation, we
transceiver design for multiuser MIMO systems has be@mly consider a sum MSE minimization problem. On the other
considered in[[17],[118]. For single carrier AF MIMO relayhand, minimizing the transmit power with a QoS requirement
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is a different perspective for transceiver design. Fortimga assumed thal/r, N, and Mp are greater than or equal to
and solving this problem is out of the scope of this paper. Ngs [6].

This paper is organized as follows. System model is pre-The signakk received at the relay and the sigateceived
sented in Sectiofl]ll. Channel estimators and the correspoad the destination in frequency domain can be compactly
ing covariance of channel estimation errors are derived wWritten as
section[Ill. The optimization problem for transceiver dgsi
is formulated in Sectiofi V. In Section]V, the general op- x = H,,s + ni, (3)
timal clo§ed—_form solqtion for.the relay for_warding matrix y = H,sFH,,s + H,4Fn, + no, (4)
and destination equalizer design problem is proposed. The
proposed closed-form solution is further extended to an {ijhere
erative algorithm to include the design of source precoder i

S_ectlonIE. Sw_nulauon results_are given in Sectlon]VIl and y2 T yE T s2 T, st T (52)
finally, conclusions are drawn in Sectibn VIII. " b
The following notations are used throughout this paper. F = diag[Fo, -~ Fr-1], (5b)
Boldface lowercase letters denote vectors, while boldface Hs, = diag[Hs 0, Hsr1, -+, Hep k-1, (5¢)
uppercase letters denote matrices. The notatbhsZ" and H,q 2 diag[H, g0, Hra1, - Hra k-1, (5d)

Z* denote the transpose, Hermitian and conjugate of the matrix AT T T __
n; = [nyg,nyq,0 00 g q], (5e)

Z, respectively, andlr(Z) is the trace of the matriZ. The
symbolI,; denotes the\/ x M identity matrix, while0,; n ny £ [Ny, 0y, 0y 4] (5f)
denotes theM x N all zero matrix. The notatiotZz is the
Hermitian square root of the positive semi-definite matrix Notice that in general the matri in (@) can be an arbitrary
Z, such thatZ = Z2Z: and Z% is a Hermitian matrix. KNz x K My matrix instead of a block diagonal matrix. This
The symbolE{.} represents the expectation operation. Theorresponds to mixing the data from different subcarrigrs a
operationvec(Z) stacks the columns of the matri into a the relay, and is referred as subcarrier cooperative AF MHMO
single vector. The symbok represents Kronecker productOFDM systems[[20]. It is obvious that when the number of
The symbola™ meansmax{0,a}. The notationdiag[A,B] subcarrierK is large, transceiver design for such systems
denotes the block diagonal matrix witA and B as the needs very high complexity. On other hand, it has been shown
diagonal elements. in [20] that the low-complexity subcarrier independent AF
MIMO-OFDM systems (i.e., the system considered [ih (3)
Il. SYSTEM MODEL and [4)) only have a slight performance loss in terms of

in thi id dual-h lif d-f té%cal data mean-square-error (MSE) compared to the suecarr
N IS paper, we consider a duai-hop ampity-and-lorwalg, , o ative AF MIMO-OFDM systems. Therefore, in this

(AF) MlMO'OFDM relaying cooperative communication S‘ys'paper, we focus on the more practical subcarrier indepénden
tem, which consists of one source witfy antennas, one relay

: : . AF MIMO-OFDM relay systems.
with Mg receive antennas andi transmit antennas, and one ysy

destination withA/p antennas, as shown in FIgd. 1. At the first
hop, the source transmits data to the relay, and the received
signalx;, at the relay on thé&' subcarrier is

k=01, K —1, 1) In practical systems, channel state information (CSI) is
unknown and must be estimated. Here, we consider estimating
wheres;, is the data vector transmitted by the source witthe channels based on training sequence. Furthermore, the
covariance matriRs, = E{s;si'} on thek!" subcarrier, and two frequency-selective MIMO channels between the source
Rs, can be an arbitrary covariance matrix. The malix.; and relay, and that between the relay and destination are
is the MIMO channel between the source and relay orkthe estimated independently. In this work, the source-relanalel
subcarrier. The symbai, ;, is the additive Gaussian noise withis estimated at the relay, while the relay-destination dlean
zero mean and covariance matR,, , = o2 I, onthek™ is estimated at the destination. Then each channel estimati
subcarrier. At the relay, for each subcarrrier, the reaksignal problem is a standard point-to-point MIMO-OFDM channel
xj is multiplied by a forwarding matri¥',, under a power estimation.
constraint)_, Tr(F,Ry, F}[) < P. whereR,, = E{x;x}'}  For point-to-point MIMO-OFDM systems, channels can be
and P, is the maximum transmit power. Then the resultingstimated in either frequency domain or time domain. The
signal is transmitted to the destination. The received gata advantage of time domain over frequency domain channel
at the destination on the™ subcarrier is estimation is that there are much fewer parameters to be
estimated[[25]. Therefore, we focus on time domain channel
estimation. Because the channels in the two hops are selyarat
where the symboh, ;. is the additive Gaussian noise vectogstimated in time domain, we will present the first hop channe
on the k' subcarrier at the second hop with zero mean afgtimation as an example and the same procedure can be
covariance matriR.,,, , = o4, In order to guarantee theapplied to the second hop channel estimation.
transmitted data; can be recovered at the destination, it is From the received signal model in frequency domain given

IIl. CHANNEL ESTIMATION ERRORMODELING

X, = Hgp Sk + 0y g,

Ve = Hpa 1 FrHops, + Heg p Frng g +n2,  (2)



N, M Ne Mo tapsi Rchanncl - Achanncl ® IMRNS and Achanncl =
R IF J LG diaglon,, Onys -+ s 0n, ), Whereoy, is the variance of the
S RANING ¢ RANNE 9' ~ I*h channel tap[[24].
jﬁ>1 - j’ﬁZL . d> S On the other hand, the channel in frequency domain and
Hq ki Hy Gy time domain has the following relationsBip
Source Relay Destination VGC([Hsr,o A Hsr,Kfl]) — \/E(.’FLI ® IMR,NS) s (13)

Fig. 1. Amplify-and-forward MIMO-OFDM relaying diagram. where F, is the first L; columns of F. If the frequency
domain channel estimald;, ;, is computed according t6(1L3),
we have

by (@), the corresponding time domain signal is E{vec([AHqo --- AH, i 1))

r =(F" @ T, )x x vecl([AHupg -+ AHyx 1))}
H H
=(F Ly, Ho (F @ Ins) (F~ @ Ing)s =(Fr, @ Intpns) (Aguanme @ Ins + 0, (D*DT)) ! @l
29, £d Ager
+ ('rH ® IMR)nl (6) X (-7:L1 X IMRNS)HK, (14)
Ly WhereAHsnk - Hs’r‘,k - I:IST.,k'

where F is the normalized discrete-Fourier-transform (DFT) In case there is no prior information dRchanne;, We can

matrix with dimensionk x K. Based on the properties of DFTassign uninformative prior tg,,., thatis,on,, on,, -+ ,0n,_,

matrix, it is proved in AppendikJA tha{16) can be rewritterapproach infinity [26]. In this casd®_} ., — 0, and then

as the channel estimatdr (IL1) and estimation MBE (12) reduce to

that of maximum likelihood (ML) estimation [25, P.179].
Taking theMrNg x M Ng block diagonal elements from

og (I4) gives
E{vec(AHj, vecH (AH,, 1)}

r= (DT @Ly,) vec((HY - HETV]) +v,  (7)

ST

where the matrice$'") are defined as

Li—1L,—1
ZH REIER 0 =0,1,---L1 — 1. (8) (Z > (TR ‘I’elez)>®1MR- (15)

lo=0 ¢1=0

where®j; ,, is the Ns x Ng matrix taken from the following
It is obvious that?-tg) is the /** tap of the multi-path MIMO partition ofq)ST

channel between the source and relay in the time domain and

Ly is the length of the multi-path channel. The data maix . ®0.0 e
is a block circular matrix as o = : . : . (16)
dy d, R ¢ § SLrlfl.,O SLT171,1 SLrlfl,Llfl
S : Furthermore, based oh (15), for an arbitrary square m&tgix
dg_ d . s e o ” ; '
D2 et 0 _ K221, itis proved in AppendiXB that
' E{AH,,, RAHST
dx_r,41 di_r,.42 <+ - -+ dg_r, { kL o f
9 1 1—
@ m <RZ Yo (eEHnE @y, )>1MR. (17)
where the elemend; is expressed as l9=0 £,=0
o A similar result holds for the second hop. In particular,
— Z skej%]”, 1=0,---,K—1. (10) denoting the relationship between the true value and ettima

of the second hop channel as
Based on the signal model il (7), the linear minimum-mean- 1, ,, = H,,, + AH,uq, k=0,--- K —1, (18)
square-error (LMMSE) channel estimate is given byl [25] ’ ’ ’

. we have the following property
€sr :(0.1:12 (DT ® IMR) (DT ® IMR) + Rchannel)il

E{AH,,,RAHT }
0_;12(DT®I]WR) r, (11) Lo—1La—1 -
rd
with the corresponding MSE =Tr <R Z Z (6 IRRO=) (7, ) )) Iney, (19)
£1=0 ¢5=0
" £ H
E{(&sr — &) (€sr — &)} where Ly is the length of the second hop channel in time
=R e T on2(D DY) @In,) " (12) domain. Furthermore, as the two channels are estimated inde
endentlyAH,, ., and AH,,, are independent.
where Rehannel = E{ésrésr } is the prior information P y ok @k P

for channel covariance matrix. For uncorrelated channelThis relationship holds for both perfect CSI and estimat&i. C



IV. TRANSCEIVERDESIGN PROBLEM FORMULATION

At the destination, a linear equaliz€¥;, is adopted for each

subcarrier to detect the transmitted data(see Fig[1l). The

problem is how to design the linear forwarding matrix matrix
F. at the relay and the linear equaliz@y, at the destination
to minimize the MSE of the received data at the destlnatlor%l

MSE; (Fi, Gi) = E{Tr ((Gryr — sk)(Gryr —s&)")},

(20)

where the expectation is taken with respectsjo AHg, ,
AH, g, ny andngJﬂ. Sincesy, n; ;, andny ;, are indepen-
dent, the MSE expressioh {20) can be written as

MSEx(Fi, Gy)
=E{|(GxH, 4t FrHq 1 —
+ Gyna i |*}
=EaH., . AH, 4 A TT((GrH g FrHyr g
x (GH, a1 FeHg, — Ing)™)}
+Eat, o {Tr (GiH,q 1 Fi)Ra,  (GrHeq 1 Fr)™)}
+ Tr(GyRy, , GY)
=Ean.,, ,,aH, o {Tr((GeHq 1 FrHg )Ry,
x (GpH, a1 FrHg )™}
+ Tr(GkEAH,d . {Hrd vFrRo, FUHY G
— Tr((GrH a1 FrHy iR i) 1)
— Tr(GH, 01 FrHy pRe i)
+ Tr(Rs,) + Tr(Gy Ry, GY).

Ing)sk + GrH, g Frnyp

- INS)RSk

(21)

BecauseAH,, ; and AH,,; are independent, the first term

of MSEy is
Ean,, ., aH, 0 A Tr((GrHrq 1 FrHgr 1) Rs,,
x (GpH, g FrHg 1))}
= Tr(GrEan,, , {Hra,tFx
X EAHsr,k{Hsr kR, HY, }FI;HfId,k}GIk{)' (22)
For the inner expectation, the following equation holds
EAHST,k{Hsr,kRskH?T,k}
=Ean,, , {(Hox + AHg )R, (Hop i - AH,, )"}

sr.k

= Tr(RSk\IIST k)IMR + Hsr kRSkHsr = Hk, (23)
where based o {17) the matnk,, ; is defined as
Li—1L;—-1
Vop= Y > (eTEO @)Y ()
£1=0 £2=0

Applying (23) and the corresponding result fAH,., ;. to
(22), the first term ofMSE, becomes

Tr(GrEaH, . {Hra 1 Fr
x Ean,, , {Hs kRs, H
=Tr(Gr G Tr(Fr I FH®, 4 1)
+ Tr(Gy M4, F( ILFHY, G,

sr, k}FHHrd k}GII;I)

(25)

2|n this paper, the MSE is in fact an average of the traditioNtSE
over all possible channel estimation errax¥,. , and AH,.q ;.. When the
LMMSE channel estimator is adopted, it is equivalent to theditional MSE
corresponding to the partial CSI case definedid [27].

where the matrix¥,.,; ;. is defined as

Lo—1Lo—1

NS (e, ).

01=0 ¢>=0

(26)

Slmllarly, the second term d¥ISE,, in (1) can be simpli-

Tr (GrEam, ., {Hra e FiRa, o Fy HY  }GL)
=T(GrGY) Tr(FiRon, Fi W ra )

+ Tr(G 4, Fr R, nFRHE, (G (27)
Based on[(Z25) and (27), tRdSE,, (21) equals to
MSE.(Fy, G,)
= Tr(Gy (H, a1 FrRx FRHL, , + Ki)GE)
— Tr(Rs, Hsr kFHHrd WG — Tr(GpH, 0k Fio L, 1 Rs,)
+ Tr(Rs,) (28)
where
Ry, =i + 05 I, (29)
Ki = (Tr(FuRx, Fi ¥ras) + 02, I,
2 meIng,. (30)

Notice that the matriXRx, is the correlation matrix of the
receive signak; on thek™ subcarrier at the relay.

Subject to the transmit power constraint at the relay, the jo
design of relay forwarding matrix and destination equalize
that minimizes the total MSE of the output data at the
destination can be formulated as the following optimizatio
problem

i MSE}(Fy, G
S zk: k(Fr, Gr)
st. Y Tr(FeRy, F}) < P,. (31)

Remark 1: In this paper, the relay estimates the source-
relay channel and the destination estimates the relay-
destination channel. The forwarding matiy, and equalizer
G, are designed at the relay. Therefore, the estimated sec-
ond hop CSI should be fed back from destination to relay.
However, when channel is varying slowly, and the channel
estimation feedback occurs infrequently, the errors idiieek
can be negligible.

V. PROPOSEDCLOSED-FORM SOLUTION FORGY'S AND
F.'s
In this section, we will derive a closed-form solution foeth

optimization problem[{31). In order to facilitate the arsdy
the optimization problen{(31) is rewritten as

ZMSEk Fy, Gy)

mln
Fy, Gk, P,

s.t. ’I‘r(FkakFE) < Pk,

Zpr,kgpra
k

k=0, ,K—1

(32)



with the physical meaning af, ; being the maximum allo- value decomposition (SVD) as
cated power over thé'" subcarrier.

2 -4AaH
The Lagrangian function of the optimization problelm_@_l(325P’”*k‘I’Td=k + 05 Ing) T Hpg

is X I:Ird,k(Pr,k‘I’rd,k + U,QZZINR)7% = U@kA@kng,

L(Fy, Gy, P, Z MSEy(Fy, Gi) + Zwk (FiRx, F}) 0 -
1 . H

- T k +p Z PT k= (33) Rx,iHS’kaRSk = UTk ATk VTkv (39)

N ~ with elements of the diagonal matrixt, andAe, arranged
where the positive scalarg. andp are the Lagrange multipli- in decreasing order. Then with KKT conditions (B4a) and
ers. Differentiating[(33) with respect 8, G and P.x, and ([32B), it is proved in AppendiXD that the optimal forwarding

setting the corresponding results to zero, the Karush-Kuhfatrix F;, and equalizelG;, must be in the form
Tucker (KKT) conditions of the optimization problerh {32)

1
are given by[[28] Fi = (Pri®ran +07,Ina) 2 Ue, 0, AR, U, , Ru?,
R X X A (40)
G (FLa o F Ry, FRHL, | + Ky) = Ry, (FL o FoHLg )", ~1H
k(Hra 1 FrRu FrHyg k) se (Hra o FrHor k) Gy :VTkypkAGkngqu(Pr,k‘Ilrd,k+072121NR) ZIHEd,k’
(34a) (41)

HY GG H, 41 FiRy, + (Tr(GrGI) W, a s + iIn,) whereAp, andAg, are to be determined. The matiikr, ,,

R R H and Vr, ,, are the firstp, columns of Ur, and Vr,,
x FyRx, = (Hsr,kRskaHrd,k) ; (34b) * respectively, angh, = Rank(Ar,). Similarly, Ue, 4, is the
"yk(Tr(FkakFE) —P) =0, (34c) first g, columns ofUg, , andq; = Rank(Ae,).
20, k=0 K—1 (34d)  Right multiplying both sides of[{3%#a) witlGH and left
p(z P.,—P)=0, (34e) multiplying both sides of[(34b) witFl!, and making use of
k (40) and [(41), the first two KKT conditions become
= = 1 = 34f — — —
;0 F/yli{, FH <7; ! P (34 ) AGkAekAFkAgkAekAgk +77kAGkAekAgk
r( P k) =k ( ﬁ) = (AGkAGkAFkATk)Ha (42)
Py < Pr. 34 - _
zk: * < (34h) A}, Ao, A%, A, Ao, Ar, + - AY, Ar,

no

It is obvious that the objective function and constraints of = (A1, Ag,Ae, Ar,)", (43)
(32) are continuously differentiable. Furthermore, it Bsg
to see that solutions of the optimization probldml] (32) &atis
the regularity condition, i.e., Abadie constraint quadition
(ACQ), because linear independence constraint qualificati
(LICQ) can be proved[29]. Based on these facts, the K
conditions are the necessary conditiinsrom KKT condi-
tions, we can derive the following two useful properties ethi

can help us to find the optimal solution. . . . . ) ,
T . : . unique. To identify the optimal solution, we need an addgio
Property 1. It is proved in AppendikE that for anly;, satis- information which is presented in the followirroperty 3.

fying the KKT conditions [34a)i(33e), the power Cc)nStra'mProperl‘y 3: Putting the results oProperty 1 and Property

(49) and((34h) must occur on the boundaries 2 into the optimization probleni(32), based on majorization

Tr(FipRy, ) = P, (35) theory, it is proved ir_l AppendiKIE that the optimdlg, and
Ag, have the following diagonal structure

where the matrixz_x@k is the g, x ¢ principal submatrix
of Ag,. Similarly, KT,C is the pi x pi principal submatrix
of Ar,. In this paper, we consider AF MIMO-OFDM relay
stems, the matricesly, and Ag, can be of arbitrary
imension instead of the square matrices considered irt-poin
to-point systems [14][22]. Then, the solutions satisfiyitKT
conditions and obtained by solving_{42) ard]1(43) are not

Py =P,. (36)
; AR, oot = AF, opt Oy pi— Ny, (44)
. - P O‘Zk_Nlme OQk_Nk;pk_Nk ’
Furthermore, the correspondigg satisfies A 0
AG, ont = Gy opt N qr—Ng :| , 45
Tr(GkGE) = VkPr,k/Ufm- (37) Gront { Opi— N, Ni Opi— Ny g~ N (45)

where Ag, opt @and Ag, opt are two N x Nj diagonal
matrices to be determined, afd, = min(py, gx). Notice that
Property 3 is obtained by applying majorization theory te th
Flgmal optimization problem. It is also a necessary ctadi

3 for the optimal solution, and contains different infornoati
Notice that the solutiorlFg = --- = Fxg_1 = 0and Gy = --- =

G i1 = 0 also satisfies the KKT condltlons but this solution is magmss from that of Property 2.
as no signal can be transmittéd [14].

Property 2: Define the matrice¥Jr,, Vr, , Ar,, Ug,, and
A, based on eigenvalue decomposition (EVD) and smgulg



Combining Property 2 and Property 3, and following the
argument in[[I4], it can be concluded that the optimal sokhuti B 9 1
of of Ar, and A, is unique. Now, substituting (#4) arld {45) Fropt =(Prs¥ra + 00, Ine) "> Ue, N ARy opt

into (42) and[(4B), and noticing that all matrices are diadon U, v R (53)

Xk
AFr, oot andAg, ope Can be easily solved to be H 9 _u
Hop Hop Y Gropt =V, N AGoptUe, v, (Prk Wrak + 05, Ing) "2

r +q 2 ﬂf}d,ka (54)
R Mk X% % ~-1
AF, opt = “— Ao, A, — kA, ., (46) where
Yk i i1

- 3 on Mk —% % < -1

AGy.opt = e AiAn - 2Ag) | Agh,  Aeer = 2= Ao, Ar, — iAo, . (89)
Gy,opt = 5 e, AT, — 5 e, R Tk
\V o, o2, i

(47) [/ A1 o\ t]% .
AGk-,Opt = < %AGZAT% _JTkAOi) ‘| A@Z?
where the matricesAt, and Ae, are the principal sub- AN "
matrices of Ar, and Ag, with dimensionN; x N, and
N, = min{rank(Ae, ), rank(Ar,)}. The matricesUr, y,, With 7, and~; given by [GD)ER).
Vr,.n, andUg, n, are the firstNV;, columns ofUr,, Vr, From the above summary, it is obvious that the problem
and Ug,, respectively. From[{46) and_(47), it can be seeff finding optimal forwarding matrix and equalizer reduces t
that the optimal solutions are variants of water-fillingwimn. computingP, ., and it can be solved based dnl(51) and the
Furthermore, the eigen channels of two hops are paired ba&ltbwing two constraints (i.e.[(34f) and (36))
on the best-to-best criterion at the relay. L (57)
In the general solution[(#6)-(47)P, r, nx and v, are 0 L
unknown. However notice that froni (35) arld{(37) Rmop- > Py=P. (58)
erty 1, the optimal forwarding matrix and equalizer should k
simultaneously satisfy In the following subsections, we will discuss how to compute
P .
Tr(Fk,opckaFﬁopt) = Py, (48) Remark 2: When both channels in the two hops are flat-
H - 2 fading channels, the considered system reduces to single-
Tr(Gr,optGropt) = Ve Prk /0, - (49) carrier AF MIMO relay system. Note that for single-carrier

i . . systems no power allocation has to be calculated since only
Substituting [(24){47) intd (48) anfL[19), it can be straigh one carrier exists, i.ef,; = P, K = 1. In this case, the

wardly shown thaty, and -, can be expressed as functlonSp')roposed closed-form solution is exactly the optimal sotut

Of Prs for the transceiver design under channel estimation efrors
bs x Por flat-fading channel. Furthermore, when the CSI in the two
N = LA , (50) hops are perfectly known, the derived solution reduces o th
Prwbig + brkbak = bakbsk optimal solution proposed ifi [19]
) .
e = b3,k 03, (Pribk + b1kbak — ba kb3 k) (51) Remark 3: Notice that when the source-relay link is
(Prk +bag)* Py ’ noiseless and the first hop channel is an identity matrix, the
closed-form solution can be simplified to the optimal linear
whereby i, ba k, bsx andby,, are defined as MMSE transceiver under channel uncertainties for point-
to-point MIMO-OFDM systems [[24]. Moreover, if single
bk £Tr(US, N, (Prk¥ran + 05, In,) carrier transmission is employed, the closed-form sotutio
y U@;C,NkATkA(:)% Avr), (52a) further reduces to the optimal point-to-point MIMO LMMSE

o transceiver under channel uncertainties [22].
bok £Tr(Ug, n, (Prk¥rak + 00, In,) 'Ue, v Ae, ALr), Remark 4: The complexity of the proposed algorithm
(52b) is dominated by one matrix inversion ofP. ;¥,q % +

bak éTr([xT A(:)%Alk) (52¢) UZQINR)*%, three matrix multipllications and one EVD in
" Lo (38), one matrix inversion oRx,?, two matrix multiplica-

ba i éTr(AeiAI,k)a (52d) tions and one SVD in[(39), four matrix multiplications in
(53), four matrix multiplications in[{34), and two water-
andAg  is a diagonal selection matrix with diagonal elementiling computations in [(55) and (56). Note that the matrix
being 1 or 0, and serves to replace the operation ‘+'. Conwersions in [[GB) and[(54) are the same as thoseim (38)
bining all the results in this section, we have the followingnd [39) and therefore their computations could be saved.
summary. Specifically, in [38), the matrix inversion, matrix muliipl
Summary: The optimal forwarding matri¥';, .« and equal- cations and EVD operation have complexities @fNz?),
izer Gy, ope are O(2Ng® + Np?Mp) andO(Ng?), respectively[[30]. In[{39),



the matrix inversion, matrix multiplications and SVD optiwva B. Correlated Channel Estimation Error
costs O(Mz?), O(Mgr*Ngs + MrNs?), and O(Mg*Ny),
respectively. With the diagonal structures afg, op¢ and
A, opt, the matrix multiplications in{33) anf (b4) have com
plexities OfO(NRQN’“JFNRéV’“ +NRN’“MR+MR2NR).and it can be seen that the relationship betwetg, and P,
O(NsNy, + NsNrNj, + Nr"Ns +.NRNSMD)’ respectively. . nnot e expressed in a closed-form . Then the solution for
On the other hand, the complexities for the two Water-fllllng, . cannot be directly obtained. Here, we employ the spectral
computations in[{35) and(b6) a®(N7?). As a result, for the aSproximation (SPA): '

AF MIMO-OFDM system withK subcarriers, the complexity

of the proposed transceiver design is approximately UPPep, , ¥, + o2 In, ~ (PriAmax(¥ra k) + 0o, )In,. (66)
bounded byO(Km?), wherem = max{Mp, Ng, Mg, Ns}.

Due to limited length of training sequencBD® « I
may not be possible to achieve [31]. In this case, the channel
estimation errors are correlated, add.; . « I. From [38),

For spectral approximation, ¥,,; is replaced by

Amax(Prax)I, where Apax(Prqx) is the maximum

A. Uncorrelated Channel Estimation Error eigenvalue of®,, .. Applying (68) to the MSE formulation
S ]jn (28), it is obvious that the resultant expression forms
When the channel estimation errors are uncorrelated (fg upper-bound to the original MSE. Notice that when the
example, by using training sequences that are white in b(ﬁgining sequences are close to white sequehce [35], [36]
time and space dimensions), the following condition must lfﬁe eigenvalue spread ab,, is small, and SPA is a g(;od '

satisfied [[10], [[31]+[38] approximation. With SPA, the left hand side bf{38) becomes
H N N
DD o INsLl ’ (59) (Pr,k‘I’rd,k + 0'72121NR)7%H§d,kHrd,k(Pr,k‘I’rd,k + 0'72121NR)7%
Then according to[(14), we hav&,,, = >, @}, /K x =~ ! —H H,q (67)
In.. Similarly, for the second hop, we also have PrkAmax(Wra k) + 07,

Comparing[(6F7) td(81), it is obvious that the problem beceme

exactly the same as that discussed for uncorrelated channel
- . . timation errors. Therefore, the allocated power to kHe

where the specific form of,;;, can be easily derived based> . ’ .

on (28) P Ofra y subcarrier P, can be calculated by[(64) but with,

Putting [60) into the left hand side df (38), the expressiorr?placed DY\ (Wra k)-

becomes

W,k < Ing £ SrapIng, (60)

VI. EXTENSION TO THEJOINT DESIGN INVOLVING

_H i~ _1
(P rap + 02, Ing) 2 HYy  Hyg o (PrpWras + 0n,Ing,) 2 SOURCE PRECODER
— 1 > AL Hog (61) Notice that the design in the previous section is suitable fo
P korak + 07, ' scenarios where the source has fixed precoder. For example,

the source precoder can be sel tor full spatial multiplexing
or space-time block coding matrix for increasing diversiyn
the other hand, if source precoder, relay forwarding maainict
1 destination equalizer are jointly designed, we can prosesd
Ue, =Un,, Ao, = (Prdran 1 02 )AHk- (62) follows. First, with a source precod#;, before transmission,
rROrdk T T the system model irl{2) is rewritten as

Applying eigen-decompositioRl!!, | H., x = Un, A, Ul
and comparing with the right hand side 6f38), we have

Substitutin into[(81),;. reduces to
9lER) (@ Vi = Hea i FrHg 1 Prsi + Heg b Frng p + 020 (68)

2
o2, (Tr(]ka]xI_{% AI,k)) It can be seen thaf(B8) is the same[ds (2) exEept Py is
- in the place oftL,, ;. Furthermore, without loss of generality,
(pnk (1 +5rd,kTr(AHtAI,k)) +0'7212Tr(AH1A1-,k)) we can assumi®s, = Ly, in (68) as all correlations are
(63) represented b¥,. Then by_usmg the_ subfstltunorEIST_Jc —
H,, P;r and Rs, — Iy, into the first line of [2LL), and
following the same derivation in Section 1V, it can be easily
proved that the data MSE at destination in #i& subcarrier

Ve =

WhereAHk is the Ni, x N, principal submatrix ofAg, .
With ©3) and the facts that_, P,.x = P, andy, = --- =

vk -1, Pr ) can be straightforwardly computed to be IS
-1 a1 MSEk (G, Fi, Pg)
P = \/g Tr(ATkAIfzf}Lk) — GizTr(AHfﬁLk) , =Tr (Gk(ﬂrd,kakaFI;I:IfId7k + Kk)GI,f)
P 1+ 6rakTr(Ag, Arg) 1+ 6raxTr(Ag, A1) A A
k=0,---K—1, (64) —Tr (PIIC{HEIT,kFIIc{HEd,kGIk{)

wherep equals to[(65) given at the top of the next page. - (GkHTd’kaH”’kPk) + Tr(In,) (69)
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~ ~_1 2
Tr(At, Ay’ A o2 TrA A
o=, |30 —Am e, Are) /(P +3 . ALk) ) (65)

i 1+ 0raxTr(Ag, Axy) % 1+ 0rq kTr(AHkAI k)

where error, ¥, 4 . = Amax(¥rq.x)In, and there is no approxima-
_ H 2 HypH 2 tion.
Ry, = Tr(PpPy W k) Iny, + Her ik PrPyHG o + UmI(ﬂ?ij Notice that the data MSE(V2) is equivalent to the following

expression involving Frobenius norm
Comparing [(ZB) to[{689), it can be seen that another way

to obtain the data MSE with source precoder is to use the
substitutions®,.,, — PHW,, . Py, H,,., — H,. Py, and MSEL(Gy, Fi, Pr) =
Rsk — INk, in m) F

With the additional power constraint for the source pre- + ag. (75)
coders, the optimization problem of joint transceiver gess
formulated as

2

(GrH,¢ 1 F H,, )Py — Iy,
N}/?P,,

Furthermore, the two power constraints in the optimization
problem [71) can also be reformulated into expressions in-

i MSE. (G, F, P i i
Gk{%l]ilpk zk: k(Gr, Fi, Pp) volving Frobenius norm
st. Y Te(PyP}) < P, IPg, - Pr_a" % < P (76)
k I[(ToPo)", -+, (T 1P )|} < P =) o2 Tr(FiF})
Z Tr(FkRXkFII;I) <P, (71) k
! (77)

where P, is the maximum transmit power at the source. Where

general, the optimization probleni_{71) is nonconvex with

respective to the three design variables, and there is sedio Ty = (Te(FIF) ., . + ﬁg kFEFkﬂsr,k)l/Q- (78)

form solution. However, whel,’s are fixed, the solution for '

Gy's and F;’s can be directly obtained from results giverBecause the last term, in (Z2) is independent oP,’s, it

by (48) and [(4l7) with substitution®,,, — PH®¥,, Py, can be neglected, and the optimization problém (71) with

}AIST,;C — ﬂsr,kPk, andRs, — Iy, . On the other hand, whenrespective taP;’s can be formulated as the following second

G's and F;'s are fixed, the optimization probleni(71) isorder conic programming (SOCP) problem

convex with respect t®;’s. Therefore, an iterative algorithm

can be employed for joint design of source precoder, relaiyln 3

forwarding matrix and destination equalizer.
In order to solveP,’s when G.’s andF}’s are fixed, the st R R

data MSE[(6D) is rewritten as (GoH,q,0FoHs;0)Po — Iy,

MSEk(Gk, Fk, Pk)

N N . N : <t
=Tr (PH(GkHrd,kaHsr,k)H(GkHrd.kaHsr,k)Pk) N n
§ ' (Grx-1Hyaxk 1 Fr 1 He k1)Pr 1 — Iy,
—1Ir (PHHS’I‘ kFHHrd kGE) N1/2 PK 1 F
T T T
— Tr (Go o Frll Py ) + Tr(PENGPY) + Tr(Ly,) [P0 Praal e < VP
+ ak, (72) H[(I‘QP())T, . (FOPO HF < \/ ZO’Q Tr FkFH
ith
Wi ) (79)
N —Tr(GHGk)(Hsr kFII;IFkHST,k/\maX(‘I’rd,k) . - . . .
3 Te(FEF .\ This problem can be efficiently solved by using inter-point
+ Amax( fdvk) r(Fy Ak) ark) polynomial algorithms[[28].
+ Tr(FH), .Gl GrH, g o F ) W g, (73)  When P,’s are fixed, the proposed solutions fat;’s
ar =(02, + o Tr(FRF¥,q))Tr(GLGY) and Gy’s in the prgvious ;eptio_n are the optimal solution
+0'7211Tr(GkI:Ird,kaFEI:I?d,kGI;)- (74) for the corresponding optimization problem. On the other

hand, whenF;’s and G,’s are fixed, the solution foP;’s

In (73), we have used the spectral approximatibp, , ~ obtained from the SOCP problem is also the optimal solution.
Amax (Pra.k)In,, SO that the objective function for designingt means that the objective function of joint transceivesiga
P,’s is consistent with that oF;’s and G’s. However, if monotonically decreases at each iteration, and the prdpose
there is no correlation in the second hop channel estimatiderative algorithm converges.



VIl. SIMULATION RESULTS AND DISCUSSIONS W, andW, . in (24) and[2B), and together with {80), we
In this section, we investigate the performance of tH2AVe

proposed algorithms. For the purpose of comparison, the 1 o o o3]7!
algorithm based on estimated channel only (without taking ol a1 a o

the estimation errors into account) is also simulated. An Worp = Wran = 0; 2 a 1 «a ’ (81)
AF MIMO-OFDM relay system where the source, relay and o a2 a1

destination are equipped with same number of antennas, . .
Ng = Mr = Np = Mp = 4 is considered. The numberWheres? = 1/SNR, can be viewed as the variance of channel

of subcarriersi is set to be 64, and the length of the multi€stimation errors anfiNR. is SNR during channel estimation

path channels in both hops is = 4. The channel impulse Process.
response is generated according to the HIPERLAN/2 standardirst, we investigate the performance of the proposed algo-
[10]. The signal-to-noise ratiGNR) of the first hop is defined fithm with fixed source precodd?), = I, and wheno = 0.4
as E;/N; = P,/(Ko2), and is fixed as30dB. At the in @1). Fig.[2 shows the MSE of the received signal at
source, on each subcarrier, four independent data stremmstBe destination with different?. It can be seen that the
transmitted, and QPSK is used as the modulation scheme. Pg&formance of the proposed algorithm is always better than
SNR at the second hop is defined Bs/N, = P, /(Ko?2,). that of the algorithm based on estimated CSI only, as long
In the figures, MSE is referred to total simulated MSE oveSo: is not zero. Furthermore, the performance improvement
all subcarriers normalized bi. Each point in the following ©f the proposed algorithm over the algorithm based on only
figures is an average of 10000 realizations. In order to solggtimated CSI enlarges whefj increases.
SOCP problems, the widely used optimization matlab toolbox Fig.[3 shows the MSE of the output data at the destination
CVX is adopted|[[39].

Based on the definition dd in (@), DD is a block circular
matrix. In the following, only the effect of spatial corrétan
in training sequence is demonstrated, and the training ilewh
in time domain. In this casePD! is a block diagonal
matrix, and can be writen aDD" = I, ® Y, d;d,
where 3. d;d!'/K is the spatial correlation matrix of the
training sequence. Furthermore, the widely used expaalenti
correlation model is adopted to denote the spatial coroslat

—&— The algorithm based on estimated CSI
—6— The proposed algorithm

—¥— The Algorithm based on estimated CSI
—6— The proposed algorithm

Fig. 3. MSE of received signal at the destination for difféarec when
P,/Ko2_=30dB and withP;, = 1.

n2
for both proposed algorithm and the algorithm based on
estimated CSI only with fixed source precod®r = I, and
with different . It can be seen that although performance
o s 0 I % % % degradation is observed for both algorithms wheimcreases,
P/, (@8) the proposed algorithm shows a significant improvement over
the algorithm based on estimated CSI only. Furthermore, as
a = 0 gives the best data MSE performance, it demonstrates

Fig. 2. MSE of received signal at the destination for différe? when

a=0.4and withP,, = 1. that white sequence is preferred in channel estimation.
Fig.[4 shows the bit error rates (BER) of the output data at
[22], [23], and therefore we have the destination for different?, whena = 0.5. It can be seen
1 o o o .tha;.thTzBER performance is consistent with MSE performance
in Fig.[2.
DDY =1, ® K Oé ! (1)‘ @ (80) When source precoder design is considered, the proposed al-
33 O(j; o ? gorithm is an iterative algorithm. Fifgl 5 shows the converge

behavior of the proposed iterative algorithm with differen
It is assumed that the same training sequence is used ifatial values of P. In the figure, the suboptimal solution as
channel estimation in the two hops. Based on the definition thfe initial value forP refers to the solution given i [24]
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10 10° T T T T

The algorithm based on estimated CSI with source

—8&— The algorithm based on estimated CSI precoder design [20]
—6— The proposed algorithm

a —6— The proposed algorithm with source precoder design

2 2
P(IKcnz (dB) P(IKcnz (dB)

Fig. 4. BER of received data at the destination for differghtvhena = 0.5  Fig. 6.  MSE of received signal at the destination for différe? when
and withP, = 1,4. a=0.4.

10

O |dentity matrix as initial value of P
—&— Suboptimal solution [24] as initial value of P

P/Koﬁ =10dB
2

MSE

P /Ko? =20dB
r I'12

The algorithm based on estimated
10 & Csi20]
y. The proposed algorithm with source
precoder Pk:I4

A The proposed algorithm with source
precoder design

) 10 L L L L L L L L L
0 5 10 15 20 25 30 0 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016 0.018 0.02

Iteration number oi

Fig. 5. Convergence behavior of the proposed iterative rittgn when Fig. 7. MSE of received data at the destination for differedt when
a=0.4ando? =0.01. a = 0.5 and P,/Ko2,=30dB.

based on the first hop CSI. It can be seen that the propodg@n the algorithm based on estimated CSI only with source
algorithm with suboptimal solution as initial value has stéa Precoder design. Furthermore, when the channel estimation
convergence speed than that with identity matrix as théalnit®rors increases, the performance gap between the proposed
value. algorithms with and without source precoder design deeeas
Fig.[8 compares the data MSEs of the proposed iterative Biotice that the algorithm without source precoder designeha
gorithm under channel uncertainties and the iterativerglgn  Much lower complexity, thus it represents a promising teéfde
based on estimated CSI only in [20]. Similar to the case witA terms of complexity and performance.
fixed source precoder, the proposed joint design algoritim t
ing into account the channel estimation uncertaintiesoperé VIIl. CONCLUSIONS
better than the algorithm based on estimated CSI only. In this paper, linear transceiver design was addressed for
Finally, Fig.[7 illustrates the data MSE of the iterativédAF MIMO-OFDM relaying systems with channel estimation
transceiver design algorithm based on estimated CSI omgrors based on MMSE criterion. The linear channel estirsato
[20] and the proposed algorithms with source precoderljointand the corresponding MSE expressions were first derived.
designed or simply set t®;, = 1. It can be seen that whenThen a general solution for optimal relay forwarding matrix
CSl is perfectly knownd4? = 0), the algorithms with source and destination equalizer was proposed. When the channel
precoder design performs better than that by setting pexcodstimation errors are uncorrelated, the optimal solution i
P;. = I,. On the other hand, whes¥ > 0.004, even the pro- in closed-form, and it includes several existing transeeiv
posed algorithm with simple precody, = 1, performs better design results as special cases. Furthermore, the design wa
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extended to the case where source precoder design is involve APPENDIXC
Simulation results showed that the proposed algorithmer off PROOF OFPROPERTY1

significant performance improvements over the algorithms Right multiplying both sides of(3%a) witt:!, the follow-
based on estimated CSI only. ing equality holds

APPENDIX A Gk(ﬂrdvaka:cf‘gﬁ%,k ;: K;)G}
PrRoOOF OF([7) =R, (H, ¢ FrHg 1) G} . (90)

Based on the characteristics of DFT operation, the matdbeft multiplying (340) withFY, we have
.. defined in[6) is ak My x K Ng block circulant matrix _rem  ~Ho o H H
given by [82) at the top of the next page, whose eleriéfft El Hrdﬁka GkHTd’;F’fRX’“ +F T&:(Gkik J¥ra kPR,
is defined in[(B). It is obvious thak{?) is the ¢ tap of the + M FrFiRx, = Fp (Ho 1Ry, GeHya k)" (91)
multi-path MIMO channels between the source and relay igq, taking the traces of both sides 67190) ahd](91) and with

the time domain and, is the length of the multi-path channel.the fact that the traces of their righthand sides are ecari¢al
On the other hand, based on the definitiondoin (@), we ;

have the relationship betweehands which is given by[(8B). A A . .
From [82) and(83), by straightforward computation, thealg Tr(R., (H,qxFrHy )" GY) = Tr(F) (e kR, GeHra)™),

model given in[(6) can be reformulated as we directly have

r=%H,d JE ;, - Tr(G(F,q 1 FiRy, FEHL, . + Ki)GE)
. 0 Li—1 -~ “
= Veci[’Hsr %Srlo D) +\; 1 = Tr(FH), .G GH, 4 FiRx,)
= (D" @Lyg)vec(HE - HE V) +v, (88 4 Te(FUF Ry, ) + Tr (GG Tr(FE W, F Ry, ).

where the matrixD is defined in[(D). (92)
By the property of trace operator,
APPENDIXB Tr (G (FLa pFi R, FIHE, )G
PROOF OF A P
. dﬂb = Tr(FyH},; .G G H, 4,1 F1Rx, ),
For the expectation of the following product
and [92) reduces to
> = E{QRW" 85
{Q ! (85) Tr(GrKyGl) = Tr(Gr G Tr(FR ¥4 1 FrRx,)
where Q and W are two M x N random matrices with + 1 Tr(FEFLRy, ). (93)
compatible dimension t®, the (i, 7)'" element ofX is o ]
On the other hand, based on the definitionkof in (30),
(i,7) = E{Q(i,:)RW (4, )} Tr(GxKrG}) can be also expressed as
=" E{Q(i.t)R(t, k)W(j, k)*}.  (86) Tr(GrKGY) = Tr(Gr G Tr (FI®, o F R, )
bk + Tr(Gr R, s GL). (94)
If the two random matrice€) and W satisf
Q Y Comparing [(9B) with[{94), it can be concluded that
H —
E{vec(Q)vec™ (W)} = A @ B, (87) Tr(GkanykGI,f) _ VkTr(FkakFE)- (95)

where A is a N x N matrix while B i; a M x M* Ma-  pytting [95) into[34c), we haver(Gy Ry, sGH) — Py =
trix, then we have the equalit®£{Q(i1,j1)W(i2,j2)"} = ( aAsR. — 02 Ty, it is straightforward that

B(i1,i2)A(j1,j2). As Q(i,t) and W(j, k) are scalars[{86) "k
can be further written as o2 Tr(GrGY) = W Prg. (96)
(i, ) = (R(t, K)E{Q(i, )W (j, k)*}) Furthermore, based on the fagt=v1 = --- =vxk_1=1p
;; and taking summation of both sides &f}96), the following
=3 Y R(LKA(L KB (8g) equation holds
t ok > o, Tr(GrGY) =p Y Pr. (97)
Finally, writing (88) back to matrix form, we have [37] k k
S - BTy(RAT). (89) Putting [9Y) into [34e), we have
. . o 302, Ti(GGY) — pPr =0, (98)
Notice that this conclusion is independent of the ma- ’

trix variate distributions ofQ and W, but only deter-

miged byL their second order moments. Puttidyg = °
—1 -1, _j27 _ sr

ZE;:O 2511:0 (e J Kk(fl 62)¢l1,l2)’ B = II\'{R and Q = Ye=p= 022M (99)

W = AH,, . , into (89), we have[(17). P,

and it follows that
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H) 00 (O
#HD 440 g 0 24 (L1—1) Vi)
ﬂsr é ST .S’I‘ ' ST" .ST‘ (82)
0 0 HID D gy 7o
K— K— K—
= —Z TRHONT (—= Zskeﬂxk“ —Z JRRED)TIT (83)
L= V_ = VE =
do d1 dK—l
Since for the optimal equalizer Gy, Putting [96) from Appendlﬁb intd (34b), after multiplying
>k Tr(GrooptGilops) # 0, it can be concluded thathoth sides of[{34b) withM,, * we have

~vi # 0. In order to have[{34c) satisfied, we must have

Tr(Fropt R, Filopt) = Prok- (100)

Furthermore, a # 0, based on[{34e), it is also concluded

that

(101)

> Px=P
k

Finally, (98) constitutes the second part of the Property 1.

APPENDIXD
PROOF OFPROPERTY 2

Defining a full rank Hermitian matridM, = P, ;W,q 1 +
UﬁleR, then for an arbitraryNyg x N matrix Fy, it can be
written as

F, = M, *Ue, 5, Ul Ry? (102)
where the inner matrix ¥y, equals to Xg, =
1 1
ngM2FkakUTk

_1 1 1 1
Mk 2 H,Hd7kGI]€{GkHrd,kaR)%k + Ml? FkR)%k ’Y_;

_1 /A ~ H 1 ’
=M ? (Ao iR GiFlas) Re!. (106)
Then substitutingy, in (I02) andG, in (I08) into [106), we

have

r = (Ao, ¢, Za, Ao, + VA1, 2g, Ao, ).

(107)
Since At, and Ag, are rectangular diagonal matrices (de-

noting their ranks by, andgq;. respectively), based oh (107),
it can be concluded th& g, has the following form

Ap, 0
EF’C_{ 0" o

where Ay, is of dimensiong, x p; and to be determined.
Furthermore, puttind (108) into the definitionBfs, in (103),
we have

T«
—Ing)

n2

} , (108)
NRXMR

Ag, 0

:|Ng><I\ID

Putting [102) into[(34a), and with the following definitionsyhere A, is of dimensionp, x g;, and to be determined.

(the same as the definitions 0 {38) afd](39))

_H . H A _1 H
M, *H,, kHTd kM, ? =Ue,Ae, Ug,,
Rx kHsr kRs k= UTk ATkVTka

(103)
(104)
the equalizelG; can be reformulated as
Gy,
=R, (H,q 1 Fr g ) (H,0 . Fr Ry, Flk{ﬂ?d,k +meIar,) 7t
:(R;k% I:Isr,kRsk)H(R)%ck FEﬁ?d,kﬁm,kaRék + melarg) !
x RE,FIAT,

_H A
=V, AL, (55, Ae, r, + neli,) ' S, UG, M, 2 HE,

s
,ch

(105)

where the second equality is due to the matrix inversion

lemma.

Substituting [[T08) and (I09) intd_(1102) arid (1L05), it can be

concluded that

2 —1 H -3
Fr = (PT,k‘I’TdJC + UnzINR) 2 Uek;gkAFkUTk,kafo?

(110)
Gr = V1,4, U8, 4 (Pri¥rak + o2 Ing) 2 HI,
(111)
where
_H —
Ag, = Ay (AR Ae, A, +nil,,) AR, (112)

and fka is the py, x py, principal submatrix ofAr, .

APPENDIXE
PROOF OFPROPERTY3

Taking the trace of both sides ¢f(42) andl(43), and noticing
that the resultant two equations are the same, it is obvirats t

T&"(AGk./_&@kAIék):n;f Tr(AY Ar,). (113)

no
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On the other hand, substitutiig (311) incl(96) in Appedix Ghe following structure

we have

V&
TPM.
Un2

Tr(Ag,Ae,Ag,) = (114)

Comparing [(11B) and_(114), it follows that
€
Mk

For the objective function in the optimization probldml(32)
substituting [(4D) and{41) into the MSE expression[in] (28),
the MSE on thekt" subcarrier can be written as

Tr(Ap, Ar,) = Py

MSEg (Fi, Gg)

=2 1 H % —
:T‘f(ATk(n_kAFk Ao, Ar, +1,)7") "
+ Tr(Rsg, ) — Tr(Rs, HY

sr,kR;kII:Isr,kRsk)7 (116)

(2]

A
=cp

where ¢;; is a constant part independent Bf,. Therefore,
based on[(115) and_(1l16), the optimization probldm] (325
becomes as

[4]

5 1 _
glin Z ’I‘I‘(AQT’C(_AI]}I,CA@I@AFIC + ka)fl) + Ck
e Mk [5]

1
s.t. —k’I‘r(AIIL:‘IkAFk) = Pr,ka

1
> P=P.
k

For any givenP,, then the optimization probleni (117) 7]
can be decoupled into a collection of the following sub-
optimization problems [8]

El

(117) 6]

-2 1 < _
Tr(ATk(n_kAEkA@kAFk + ka) 1)

min

AFk
1

st —Tr(AR Ap,) =Py, (118) 10
Nk

where the constant pat}, is neglected. For any twa/ x M
positive semi-definite Hermitian matrices and B, we have (11]
Tr(AB) > . Ai(A)Ay—i11(B), where\;(Z) denotes the

it largest eigenvalue of the matri¥ [38]. Together with [12]
the fact that elements of the diagonal matlquk are in
decreasing order, the objective function[of (1118) is miieai,
when(Ag Ae, Ar, /n: +1Iy,) is a diagonal matrix with the
diagonal elements in decreasing order. The objective immct (14]
can be rewritten as

[13]

_ 1 _
Tr(Asz(n—kAEkA@kAFk +Ix)h) [15]

_ 1 — _
= dT(ATk)d((n_kAgkA@kAFk + INk) 1) = f(b),

[16]

£p

(119) 7

where d(Z) denotes the vector which consists of the main

diagonal elements of the matri. (18]
It follows that f(b) is a Schur-concave function &f [38,

3.H.3]. Then, based on [15Theorem ], the optimalAF, has

ONkapk_Nk
qu*Nkypk*Nk

A _ AFk,OPt
Fj,opt — 0
Gk —Ni, Nk

(120)

|

whereAr, opt is aVy, x IV, diagonal matrix to be determined,
and N, = min(py, qx).
Putting [120) into the definition ofAg, opt in (112), the
(115)  structure of the optimaldg, opt IS given by

Oquxc—Nk
Opk*Nk-,qk*Nk

_ AGk,OPt
Gp,opt — 0
Pr—Ng, Nk

} . (121)

whereAg, opt IS also aN, x Nj, diagonal matrix.
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