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With the rapid development of web technology and smart phone, multimedia contents
spread all over the Internet. The prevalence of virtualization technology enables
multimedia service providers to run media servers in virtualized servers or rented
virtual machines (VMs) in a cloud environment. Although server consolidation using
virtualization can substantially increase the efficient use of server resources, it
introduces resources competition among VMs running different applications. Recently,
hypervisors do not make any Quality of Service (QoS) guarantee for media-based
applications if they are consolidated with other network-intensive applications, which
leads to significant performance degradation. For example, Xen only offers a static
method to allocate network bandwidth. In this paper, we find that the performance of
media-based applications running in VMs degrades seriously when they are
consolidated with other VMs running network-intensive applications and argues that
dynamic network bandwidth allocation is essential to guarantee the QoS of media-
based applications. Then, we present a dynamic network bandwidth allocation system
in virtualized environment, which allocates network bandwidth dynamically and
effectively, and does not interrupt running services in VMs. The experiments show that
our system can not only guarantee the QoS of media-based applications well but also
maximize the system’s the overall performance while ensuring the QoS of media-based
applications.

Keywords: Multimedia; Network management; Virtualization

1. Introduction

In the traditional computing environment, operating systems run on the physical
hardware directly and manage all kinds of hardware resources. However, the
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appearance of virtualization technology (Menascé 2005) changes many things.
Virtualization technology separates the physical hardware and the operating system
perfectly, which enables multiple operating systems to run on the same physical
machine simultaneously. Virtualization technology has quite awide usage, especially, in
data centers and large-scale cluster environments (Nathuji and Schwan2007,Hermenier
et al. 2009, Stillwell et al. 2009).With server consolidation in data centers, virtualization
technology improves the resource utilization rate, reduces the energy consumption, and
saves the cost on server management (Rosenblum and Garfinkel 2005, Padala et al.
2007, Wood et al. 2007).
With the rapid development of web technology and smart phone, multimedia

contents spread all over the Internet. Due to the advantages of virtualization,
multimedia service providers may run media servers in virtualized servers or
rented virtual machines (VMs) in cloud environment, such as Amazon’s Elastic
Compute Cloud (EC2). Because media-based applications (such as streaming
media server, VoIP) have strong demands on central processing unit (CPU) and
network resources (Patnaik et al. 2009, Barker and Shenoy 2010), and virtualization
introduces resources competition among VMs running different applications, the
virtual machine monitor (VMM), also called hypervisor, must provide enough
resources to the VMs running media-based applications to guarantee their Quality of
Service (QoS). However, recent studies (Chen et al. 2010, Lee et al. 2010, Kim et al.
2012) only focus on optimizing CPU scheduling or providing enough CPU resources
to the VMs to improve the performance of media-based applications. They only
address one aspect and do not solve the network bandwidth competition among
different VMs.
We find that the performance of media-based applications running in VMs

degrades seriously when they are consolidated with other VMs running network-
intensive applications. The competition on network resources is the key factor to
affect the QoS of media-based applications. If we want to guarantee the QoS of
media-based applications, we must provide enough network bandwidth to the
corresponding VMs. However, although Xen (Barham et al. 2003) allows users or
administrators to change memory size or virtual CPU resources when VMs are
running, it only offers a static method to allocate network bandwidth, which
cannot allocate network bandwidth when VMs are running and results in a waste
of network resources.
We argue that dynamic network bandwidth allocation is essential to guarantee

the QoS of media-based applications. The reasons are as follows: First, we cannot
decide how much network bandwidth should be allocated to a VM before starting
it. Second, the network bandwidth demands of media-based applications always
change as time goes on. Finally, if users or administrators know the network
bandwidth demands of media-based applications, they cannot allocate appropriate
network bandwidth to corresponding VMs on the fly in current hypervisors.
The aim of this paper is to guarantee the QoS of media-based applications in

virtualized environment from the aspect of network management. We conduct a
motivational experiment to demonstrate the importance of providing enough
network resources to a media-based application to guarantee its QoS. Then, we
design and implement a dynamic network bandwidth allocation system in the Xen
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hypervisor, named DNBA, which enables administrators to allocate network
bandwidth dynamically when VMs are running. All the operations are transparent
to services and do not interrupt the running services. Our experiments show that
DNBA can allocate network bandwidth dynamically and effectively and guarantee
the QoS of media-based applications very well. Besides, DNBA can maximize the
overall performance of the system while ensuring the QoS of media-based
applications.
The main contributions of this paper are as follows:

. We identify the network competition problem that network competition affects
media-based applications running in VMs seriously, and argue that dynamic
network bandwidth allocation is essential to guarantee the QoS of media-based
applications.

. We present a dynamic network bandwidth allocation system to address the
network competition problem, which is not solved by the current hypervisors,
and we conduct various experiments to validate the effectiveness of the
system. The experimental results show that allocating enough network
bandwidth to media-based applications is the key factor to guarantee the
QoS of these applications.

The rest of the paper is organized as follows: Section 2 provides an overview of
background information and related work. Then we present a motivational
example to illustrate the drawback of current network virtualization in Section 3.
Section 4 describes the design and the implementation of the dynamic network
bandwidth allocation system. Section 5 presents performance evaluation. In
Section 6, conclusions summarize results and future work.

2. Background and related work

2.1. Network virtualization

Xen uses split-driver model to virtualize input/output (I/O) devices. A device driver
is split into a front-end driver and a back-end driver. The front-end driver is running
in a guest domain or DomainU, and the back-end driver is running in an Isolated
Driver Domain (IDD) or Domain0. All the requests and replies of the front-end
driver are processed by the back-end driver. However, the split-driver model needs
to modify the kernel of the guest operating systems (guest OSes), which is adopted
by para-virtualization. Xen uses Qemu (Bellard 2005) to emulate devices in full
virtualization.
The network architecture of Xen is shown in Figure 1. DomainU uses the

netfront (or network front-end driver) as its network device driver, which sends
packets to the netback (or network back-end driver) in Domain0. The packets then
go through the Linux software bridge and, finally, go to the network via Linux’s
native network driver. The process of receiving packets is reverse.
System administrators always need to set up VMs’ network, including limiting

their maximum network bandwidth. However, Xen only provides a static method
to limit the maximum network bandwidth, which specifies the bandwidth rate in
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the domain-specific configuration file:
vif ¼ 0type ¼ netfront, bridge ¼ xenbr0, rate ¼ xMB/s0½ �

When users create a VM using the configuration file, the rate parameter is stored
in XenStore, which is an information storage space shared between domains. The
maximum network bandwidth of the VM is limited to xMB/s permanently.
When a VM is created, the network back-end driver reads the bandwidth

parameter from XenStore and allocates a certain number of credits to the VM.
When the VM is running, the network back-end driver ensures that in a defined
time, T, the credit consumption of the VM will not exceed C (the value of C is
calculated according to the bandwidth parameter and T).
When the VM sends/receives data via network, it consumes corresponding

amount of credits. When the VM drains the credits, the network back-end driver
checks whether the time exceeds T. If the time does not exceed T, the rest of the
credits cannot support a complete network operation. The virtual network
interface of the VM will “sleep” for a while, until the system reallocates credits
at the end of time T; otherwise, the network front-end driver still can send/
receive data.
From the above discussion, we can come to the conclusion that there is still

some work we can do in network bandwidth allocation, which is used to
guarantee the QoS of media-based applications. First, various applications have
different demands on network resources. Users cannot know the exact network
bandwidth demands of applications in advance, and they always change as time
goes on. Second, Xen provides tools to adjust memory size and virtual CPU
resources of a VM when it is running. However, there is no tool in Xen that can
change the network bandwidth on the fly. Finally, dynamic network bandwidth
allocation is the base of adaptive network bandwidth allocation, which can adjust
network bandwidth automatically according to the demands of applications.
Therefore, it is urgent to design and implement a dynamic network bandwidth
allocation system.

Figure 1. Network architecture of Xen.
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2.2. Related work

In order to increase the performance of media-based applications, most studies
(Chen et al. 2010, Lee et al. 2010, Kim et al. 2012) optimize the CPU scheduler
of VMM. This is because of the fact that CPU resource is the most important one
in the whole system, and the CPU scheduler can affect I/O performance in
virtualized environment. Lee et al. (2010) introduce laxity to denote the
emergency of a VM. The VM with low laxity means that it is desirable to run.
Kim et al. (2012) modify Xen’s Credit scheduler to reallocate credits for the VM
running multimedia applications adaptively. If the quality of multimedia applica-
tions does not meet the expectation, the system allocates more credits to the target
VM; otherwise, it decreases credits that the VM can get. Chen et al. (2010)
introduce real-time priority and dynamic time-slice to credit scheduler. They use
feedback control to adjust the real-time priority of the VM running audio
applications to meet their quality adaptively. As applications running in VMs are
always associated with a service level agreement (SLA), Zhong et al. (2012)
investigate the performance implications of the nonuniform virtual central
processing unit (VCPU)—physical central processing unit (PCPU) mappings in
virtualized environment.
Media-based applications always have a lot of I/O operations. The performance

of I/O virtualization affects the quality of such applications directly. There is a lot
of work to improve the performance of network virtualization. VMM-bypass I/O
(Liu et al. 2006) is a new device virtualization model. VMM-bypass allows time-
critical I/O operations to be carried out directly in the guest VMs without
involvement of the VMM and/or a privileged VM. Ram et al. (2009) use
multiqueue network card to eliminate the software overhead of demultiplexing
and copying and reuse a grant to reduce memory protection overheads. With the
number of cores growing in modern architectures, using a dedicated core to
improve the performance of networking becomes feasible (Liu and Abali 2009,
Shalev et al. 2010). Besides, there is also some work to improve the performance
of I/O virtualization from the aspect of CPU scheduling (Govindan et al. 2007,
Ongaro et al. 2008, Kim et al. 2009, Hu et al. 2010). VM placement may affect
the performance of media-based applications. Liao et al. (2010) present an optimized
resource distribution policy to increase the resource utilization of virtual cluster and
shorten the response time. Besides, QoS can be improved from the aspect of
workflow (Cao et al. 2010).
There are also some studies related with multimedia in traditional environment.

Elmisery and Botvich (2011) present a framework for a private internet protocol
television (IPTV) recommender service based on Enhanced Middleware for
Collaborative Privacy (EMCP), which not only protects the user’s privacy but
can also maintain the accuracy of the recommendations. Vakili and Gregoire (2011)
present a method based on packet scheduling to improve the performance of video
streaming over noisy channels. Bhattacharya et al. (2012) introduce an affect-based
methodology of Quality of Experience (QoE) evaluation in voice communication.
Luo and Shyu (2011) survey the QoS provision in mobile multimedia at different
network layers and cross-layer design and provide some thoughts about the
challenges and the directions for future research.
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3. Motivational example

In this section, we conduct a test to illustrate the drawbacks of existing network
virtualization in Xen and to demonstrate the importance of network bandwidth
allocation to guarantee the QoS of media-based applications. The test environment
is described in Section 5. We use two VMs to conduct this test. They run Darwin
Streaming Server (DSS) and a file transfer protocol (FTP) server, respectively. We
run 80 and 50 concurrent streams to generate loads to DSS, respectively, and use
wget to download 1 GB file from the FTP server. We conduct this test in two
configurations: dedicated configuration and shared configuration. The dedicated
configuration means that there is no background interference. The shared
configuration means that both VMs are running on the same physical machine
simultaneously, and we generate loads to DSS and the FTP server at the same time.
Thus, these VMs compete for network bandwidth with each other. We are interested
in two primary metrics: the average bit rate per stream (the metric of DSS) and the
total file transfer time (the metric of the FTP server). The test results are shown in
Table 1 and Figure 2.
As shown in Figure 2, we can see that the performance of DSS degrades

seriously in the shared configuration. Table 1 shows an interesting phenomenon.
The file transfer time is 94 s in the dedicated configuration, but it is 106 s and

Table 1. File transfer time in different configurations.

Shared

Configurations Dedicated 80 streams 50 streams

File transfer time (s) 94 106 105

Figure 2. Average bit rate over 80 or 50 concurrent streams in different configurations.
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105 s in the shared configuration under the 80 and the 50 concurrent streams tests,
respectively. The file transfer time in the shared configuration shows almost no
difference despite the different loads to DSS and increases slightly compared to
the file transfer time in the dedicated configuration. We observe that the VM
running the FTP server can use 80% of network bandwidth of the network card
even if we generate different number of concurrent streams. The VM running the
FTP server is allocated more network bandwidth than the VM running DSS.
Moreover, we run DSS and the FTP server in the same VM and the native
operating system (OS; CentOS 5.3), respectively. We observe that DSS and the
FTP server share the network bandwidth fairly in both scenarios. Therefore, the
network bandwidth distribution between these VMs is unfair in virtualized
environment, and the performance of DSS degrades seriously.
We summarize the motivational example as follows. First, Xen does not

guarantee adequate network isolation. A VM can use more network bandwidth
than the other. Second, the performance of the streaming media server is not
guaranteed when network-intensive applications running in other VMs compete
for network resources. If we want to allocate more network bandwidth to a VM
according to the application’s requirement, Xen does not provide tools to do this.
Thus, in order to guarantee the QoS of media-based applications, we need to
design and implement a system to allocate enough network bandwidth to
corresponding VMs.

Figure 3. System architecture.
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4. Design and implementation

As described in Section 2, Xen uses the configuration file to specify the maximum
limit of network bandwidth. With server consolidation, VMs running different
applications are running on the same physical machine simultaneously. The
network bandwidth demands of these VMs are different and always change as
time goes on. Therefore, the static method, which lacks flexibility, is not perfect in
virtualized environment and cannot guarantee the QoS of media-based applica-
tions properly. Taking into account the above reasons, we design and implement a
dynamic network bandwidth allocation system in virtualized environment, named
DNBA. The goals of DNBA are as follows: First, it is compatible with the
management of virtual device in Xen, which is accepted by most users, and has
high scalability. Second, a friendly interface must be provided to users. Finally,
users can adjust VMs’ maximum limit of network bandwidth when VMs are
running, and the operation is transparent to guest OSes and applications, namely,
the dynamic network bandwidth allocation does not interrupt running services.
The system architecture is shown in Figure 3. On one hand, we add a bandwidth

allocation command to the user’s console and provide application programming
interfaces (APIs) to programmers, which enable cloud providers to design and
deploy their network bandwidth allocation strategies. On the other hand, we add the
device state and the bandwidth allocation method in the network back-end driver.
The procedure of dynamic network bandwidth allocation is as follows: The system
accepts user’s bandwidth allocation command from the console, analyzes
parameters, and then generates a trigger to the bandwidth allocation module. The
bandwidth allocation module in the back-end driver responds to the trigger and
executes transparent bandwidth allocation.
System administrators can use DNBA to configure the maximum limit of

network bandwidth as follows:
xm config <domid> <vifid> <new-rate>

domid is the ID of a VM, vifid is the ID of virtual network interface, and new-rate
specifies the maximum limit of network bandwidth. If a VM has many virtual
network interfaces, DNBA can set the network bandwidth limit for each virtual
network interface.
We also provide APIs to programmers and implement a Web UI to monitor and

allocate network bandwidth based on the APIs. Cloud providers can also use the
APIs to design and to implement their own network bandwidth allocation
strategies.
DNBA mainly includes two modules: bandwidth allocation management

module and driver layer bandwidth allocation module.
Bandwidth allocation management module is the bridge of DNBA. It plays an

important role in connecting users and driver layer bandwidth allocation module.
It specifically includes user interface module, device find-update module, and
bandwidth allocation trigger module. All of them are located in the management
layer of Xen.
In bandwidth allocation management module, the system accepts users’

bandwidth allocation requests from the console and analyzes parameters to
extract the device information (includes the VM’s ID and the ID of virtual
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network interface) and a new bandwidth value. The system searches the network
virtual interface in the hypervisor according to the device information. When the
interface is found, it uses the new bandwidth value to update the bandwidth
parameter of the virtual network interface, which is stored in XenStore.
When a VM is created successfully, the state of the front-end device and the

back-end device is XenbusStateConnected. We add a new status—XenbusSta-
teUpdating to denote that network bandwidth limit needs to update. When users
use DNBA to reconfigure network bandwidth limit, the system changes the state
of the back-end device from XenbusStateConnected to XenbusStateUpdating,
which triggers driver layer bandwidth allocation module to complete network
bandwidth allocation. At last, bandwidth allocation management module receives
the result of bandwidth allocation from the driver layer and displays it on the
console. The result tells users whether the allocation is successful.
Driver layer bandwidth allocation module is the core of DNBA, which, indeed,

takes charge of the bandwidth allocation operation. It specifically includes
bandwidth allocation module and device state recovery module. It works based
on the following principles:

(1) There is a device state monitoring mechanism in the split-device driver
model.

Both the front-end driver and the back-end driver have a monitor in the
split device driver model. Each monitor probes the state of the other side device
(more precisely, it is XenBus state of a device; here we generally use device state
to take place of it). That is, to say, the front-end driver probes the state of the
back-end device, and the back-end driver probes the state of the front-end device.

(1) There is an interactive device parameter updating process in the split device
driver model.

The front-end driver is located in DomainU, and the back-end driver is
located in the IDD or Domain0. Both of them can only modify their own device
parameter and state. The state of change of one of side the device can trigger the
other side to execute corresponding operations based on the state of the
monitoring mechanism of the split device driver model. So our system contains
a complete front-end and back-end device interactive process in order to finish the
device parameter update.
In driver layer bandwidth allocation module, the front-end driver probes the

state of change of the back-end device and invokes the update callback function
of the front-end device, which changes the state of the front-end device from
XenbusStateConnected to XenbusStateUpdating. Then, the back-end driver probes
this change and invokes the update callback function of the back-end device,
which reads the new bandwidth value from XenStore, and writes it to the back-
end driver to complete the bandwidth allocation operation. After the bandwidth
allocation operation is completed, the state of the front-end device and the back-
end device needs to be recovered to XenbusStateConnected to ensure their normal
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state change in their original life cycle. At last, this module returns the result of
bandwidth allocation to bandwidth allocation management module.
Figure 4 shows the system workflow that describes the whole operations

of DNBA.

5. Performance evaluation

In this section, we evaluate the feasibility and the effectiveness of DNBA and
show that DNBA guarantees the QoS of media-based applications well. We first
describe the experimental environment and then present the experimental results,
including the effectiveness of dynamic bandwidth allocation and ensuring the
QoS of media-based applications.
In our experiment, the physical machine has a dual-core Intel CPU (2.6 GHz),

2 GB memory, 500 GB SATA disk, and 100 Mbps Ethernet card. We use Xen-
3.4.1 as the hypervisor and CentOS 5.3 distribution with the Linux-2.6.18.8 as the
OS. All the configurations of VMs are as follows: 2VCPUs, 384 MB memory,
and 20 GB virtual disk.

5.1. General test

Since it is a network bandwidth test, we adopt a widely used network performance
analysis tool – IxChariot (IxChariot – Official website), and use two VMs to
conduct this experiment. For simplicity, we call them as VM1 and VM2. Both of
them install an IxChariot’s endpoint. IxChariot shows many network test results
such as real-time bandwidth curves and bandwidth statistics information including
maximum, minimum, average bandwidth, etc. In order to get accurate test results,
we set the data to be transferred as 1 GB. We chose the real-time network
bandwidth curve and the average bandwidth as our test results.

Figure 4. System workflow.
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5.1.1. Bandwidth allocation

This test shows the comparison of specified and measured network bandwidth.
We use DNBA to limit the maximum network bandwidth of VM1 and VM2 to 20
and 30 Mbps, respectively.
From the test results, we observe that the average bandwidth of VM1 and VM2

is 20.322 and 30.776 Mbps, respectively. The measured network bandwidth is
close to the specified value. The real-time bandwidth curve is shown in Figure 5.
The results show that DNBA works well.

5.1.2. Dynamic bandwidth allocation

This test shows the effectiveness of DNBA. With the original network bandwidth
allocation scheme of Xen, when a VM is running, users cannot change the
maximum network bandwidth limit of the VM. However, DNBA can do this well.
When the VM is running, users can adjust the maximum network bandwidth limit
of the VM dynamically according to the demands of services.

Figure 5. The curve of bandwidth allocation under general test.

Figure 6. The curve of dynamic bandwidth allocation under general test.
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When the test starts, we limit the maximum network bandwidth of VM1 and
VM2 to 20 and 30 Mbps, respectively. We adjust the maximum network
bandwidth limit of VM1 to 40 Mbps in the process of data transferring.
From the test results, we can see that the average bandwidth of VM2 is 30.744

Mbps and the minimum and maximum bandwidth of VM1 is 20.090 and 42.239
Mbps, respectively.
The real-time bandwidth curve is shown in Figure 6. From the curve, we can

see that our bandwidth allocation is transparent to the service, which has no sign
of interrupt.

5.2. Performance test

DNBA introduces some additional operations, which brings extra overhead costs.
This test tells us how much extra costs are introduced by DNBA.
First of all, we launch a VM to test the total bandwidth of the system without

any bandwidth allocation. The result is 93.716 Mbps. We use rate′ to indicate the
measured total network bandwidth in the following tests, and rate to represent the
total bandwidth (i.e. 93.716 Mbps). We choose absolute error Δ and relative error
δ as the performance metrics.

D ¼ jrate0 � ratej ð1Þ

d ¼ j rate0 � ratej
rate

� 100% ð2Þ
5.2.1. Bandwidth allocation

We use four VMs to conduct this experiment. All of them are running IxChariot’s
endpoint. For simplicity, we call them VM1, VM2, VM3, and VM4, respectively.
We use DNBA to limit the maximum network bandwidth of VM1, VM2, and
VM3 to 10, 20, and 30 Mbps, respectively. The network bandwidth of VM4 is not
limited. It can use the rest of network bandwidth.
From the test results, we can see that the average network bandwidth of VM1,

VM2, VM3, and VM4 is 9.850, 19.871, 29.213, and 35.056 Mbps, respectively.

Figure 7. The curve of bandwidth allocation under performance test.
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The total network bandwidth of these VMs is 93.596 Mbps (rate′). Therefore, Δ is
0.12 Mbps and δ is 0.128% according to (1) and (2). The performance loss is not
obvious. The real-time bandwidth curve is shown in Figure 7.

5.2.2. Dynamic bandwidth allocation

We still choose VM1, VM2, VM3, and VM4 as testing VMs. At the beginning,
we limit the maximum network bandwidth of VM1, VM2, and VM3 to 10, 20,
and 30 Mbps, respectively. The network bandwidth of VM4 is not limited. It can
use the rest of network bandwidth. Then, we start the test. In the process of data
transferring, we change the maximum bandwidth of VM1, VM2, and VM3 three
times. We first set the maximum network bandwidth of VM1, VM2, and VM3 to
20, 30, and 10 Mbps, respectively. After a while, we set the maximum network
bandwidth of VM1, VM2, and VM3 to 30, 10, and 20 Mbps, respectively. Finally,
we set the maximum network bandwidth of VM1, VM2, and VM3 to 10, 20, and
30 Mbps, respectively, a moment later.
The real-time bandwidth curve is shown in Figure 8. The total network

bandwidth of these VMs is 93.456 Mbps (rate’). Therefore, Δ is 0.26 Mbps and
δ is 0.277% according to Equations (1) and (2). This test introduces more
operations, which results in more overhead. Although the overhead cost is higher
than the previous test, the performance loss is still not obvious.

5.3. Streaming media server test

In order to guarantee the quality of video or audio services, the streaming media
server must continuously transmit data across the network to the client. In this
section, we test the quality of the streaming media server. We use Apple’s open-
source DSS as the streaming media server. DSS provides a tool named
StreamingLoadTool to generate artificial client loads on the server, which greatly
simplifies testing.
We use two VMs to conduct this test. One VM, named VM_DSS, runs DSS.

The other, named VM_FTP, runs an FTP server. Moreover, we use two other
machines as the clients. Both the servers and the clients are in the same LAN. We

Figure 8. The curve of dynamic bandwidth allocation under performance test.
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run StreamingLoadTool and wget on different clients to generate loads to DSS and
the FTP server. We are interested in two primary metrics: the average bit rate per
stream (the metric of DSS) and the total file transfer time (the metric of the FTP
server) of downloading 1 GB file from the FTP server. To evaluate the average bit
rate per stream, we start up several 1 Mbps streams of a movie file and run them
for 60 seconds. In order to get the file transfer time, we use wget to download
1 GB file from the FTP server. We use four different configurations to conduct
this test: dedicated, shared (default), shared (static), and shared (dynamic).
The dedicated configuration means that there is no background interference.
The shared configuration means that both VMs are running on the same server
simultaneously, and we generate loads to DSS and the FTP server at the same
time. The content in the bracket represents different bandwidth allocation policies

Figure 9. Average bit rate over 80 and 50 concurrent streams in a variety of configurations.

Figure 10. File transfer time under different DSS load with a variety of bandwidth allocation
policies.
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adopted in the test that are no bandwidth allocation, static bandwidth allocation,
and dynamic bandwidth allocation, respectively.
Because the maximum bandwidth of the NIC is 100 Mbps, if two VMs with

maximum network loads share the total network bandwidth, each can get 50
Mbps bandwidth ideally. Therefore, we run 50 concurrent streams to fully use the
half of NIC’s bandwidth. Besides, we run 80 concurrent streams as the high load
to test the function of DNBA. In the static configuration, if we run 80 concurrent
streams, we limit the maximum network bandwidth of VM_DSS and VM_FTP to
80 and 20 Mbps, respectively. Accordingly, if we run 50 concurrent streams, we
limit the maximum network bandwidth of VM_DSS and VM_FTP to 50 and 50
Mbps, respectively. The maximum network bandwidth cannot be changed in the
static configuration when the VMs are running. In the dynamic configuration, we
allocate the same bandwidth before the starting of the test. We set the maximum
network bandwidth of VM_FTP to 100 Mbps after the DSS test completion. We
conduct each test three times and use the average value as the metrics. The test
results are shown in Figures 9 and 10.
From the test results, we can see that both static and dynamic bandwidth

allocation guarantee the QoS of the streaming media server well. However, the
static method impairs the performance of other applications seriously. These
applications cannot use extra network bandwidth even if there is a lot of network
bandwidth available in the static configuration. Besides, if the network require-
ments of media servers are changed, users cannot adjust the maximum limit of
network bandwidth on the fly. It means that the static bandwidth allocation cannot
guarantee the QoS of media servers anymore. In this test, the file transfer time
under the load of 80 concurrent streams in the static and dynamic bandwidth
allocation is 440s and 147s, respectively. Therefore, DNBA is better and more
flexible. It can maximize the system’s overall performance while ensuring the
QoS of media-based applications.
In summary, the experimental results show that the proposed solution in this

paper can guarantee the QoS of media-based applications well and maximize the
system’s overall performance.

6. Conclusion

In this paper, we identify the network competition problem when VMs running
media-based applications are consolidated with other VMs running network-
intensive applications. And then, we present a dynamic network bandwidth
allocation system in virtualized environment to address the problem, which allows
administrators to allocate network bandwidth according to the network demands
of applications when VMs are running. The system provides a user interface to
administrators and APIs to programmers. Cloud providers can use the APIs to
design and implement their own network bandwidth allocation strategies. Besides,
the system is transparent to services running in VMs and does not interrupt the
running services. This system can not only be used to guarantee the QoS of
media-based applications but also be used to meet the quality of any applications
that their performance has strong relationship with network bandwidth. The
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experiment results show that our system can allocate network bandwidth among
VMs flexibly and effectively and guarantee the QoS of streaming media servers
well. Besides, our system can maximize overall performance of the system while
ensuring the QoS of media-based applications.
In the future, we will design and implement some bandwidth allocation

strategies to do dynamic adaptive bandwidth allocation by using our system,
which can allocate network bandwidth automatically according to the historic
bandwidth usage and some inferred policies.
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