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54506 Vandoeuvre Cedex, France; bDepartment of Mechanical and Industrial Engineering, Concordia University, Montreal,

Quebec, Canada, H3G 1M8

(Received 10 October 2008; final version received 15 October 2009)

In highly automated aerospace and industrial systems where maintenance and repair cannot be carried out
immediately, it is crucial to design control systems capable of ensuring desired performance when taking into
account the occurrence of faults/failures on a plant/process; such a control technique is referred to as fault
tolerant control (FTC). The control system processing such fault tolerance capability is referred to as a fault
tolerant control system (FTCS). The objective of FTC is to maintain system stability and current performance of
the system close to the desired performance in the presence of system component and/or instrument faults;
in certain circumstances a reduced performance may be acceptable. Various control design methods have been
developed in the literature with the target to modify or accommodate baseline controllers which were originally
designed for systems operating under fault-free conditions. The main objective of this article is to develop a novel
FTCS design method, which incorporates both reliability and dynamic performance of the faulty system in the
design of a FTCS. Once a fault has been detected and isolated, the reconfiguration strategy proposed in this
article will find possible structures of the faulty system that best preserve pre-specified performances based on
on-line calculated system reliability and associated costs. The new reconfigured controller gains will also be
synthesised and finally the optimal structure that has the ‘best’ control performance with the highest reliability
will be chosen for control reconfiguration. The effectiveness of this work is illustrated by a heating system
benchmark used in a European project entitled intelligent Fault Tolerant Control in Integrated Systems (IFATIS
EU-IST-2001-32122).

Keywords: fault tolerant control systems; system reliability; pseudo-inverse method; hierarchical structure;
control reconfiguration

1. Introduction

In most conventional control systems, controllers are

designed for fault-free systems without taking into

account the possibility of fault occurrence. In order to

overcome these limitations, modern complex systems
use sophisticated controllers which are developed with

fault accommodation and fault tolerance capabilities

to meet reliability and performance requirements. A

fault tolerant control system (FTCS) is a control
system that can maintain system performance close to

the desirable one and preserves stability conditions not

only when the system is in a fault-free case but also
in the presence of faulty components in the system, or

at least can ensure expected degraded performances

that can be accepted as a trade-off (Zhang, Jiang, and

Theilliol 2008). Fault tolerant control (FTC) has been
motivated by different goals for different applications

(Noura, Theilliol, and Sauter 2000; Theilliol, Noura,

and Ponsart 2002; Zhang and Jiang 2008). The main

goal of FTCS design is to improve reliability and safety

of industrial processes and safety-critical systems.

Various approaches for FTCS design have been
suggested in the literature. Overviews on the develop-

ment of FTCS have been provided in survey articles by

Patton (1997) and Zhang and Jiang (2008), as well as
books by Hajiyev and Caliskan (2003), Mahmoud,

Jiang, and Zhang (2003), Blanke et al. (2006) and

Ducard (2009).
Developed methods can be generally categorised

into two groups (Patton 1997; Zhang and Jiang 2008):

passive and active approaches. Passive FTC deals with

a presumed set of process component failures consid-

ered in the controller design stage. Active FTC is

characterised by an on-line fault diagnosis process and

control reconfiguration mechanism. Fault detection

and diagnosis (FDD) refers to the task of inferring the

occurrence of faults in a system/process and to find

their root causes using various knowledge-based and

data-based strategies as outlined by quantitative

models (Venkatasubramanian, Rengaswamy, Yin,
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and Kavuri 2003a), qualitative models
(Venkatasubramanian, Rengaswamy, and Kavuri
2003b) and historical data (Venkatasubramanian,
Rengaswamy, Kavuri, and Yin 2003c). Several books
have been published, for example Gertler (1998) Chen
and Patton (1999), Chiang, Russell, and Braatz (2001),
Simani, Fantuzzi, and Patton (2003), Isermann (2006),
Witczak (2007), and Ding (2008). Based on the
information provided by the fault diagnosis module,
a control reconfiguration mechanism is designed in
order to reduce and compensate for the effects of fault-
induced changes in the system. Advanced and sophis-
ticated controllers have been developed along the lines
of active FTC, as outlined in Zhang and Jiang (2008).
Issues on integration of FDD and FTC have also been
discussed in Jiang and Zhang (2006). Among those
developments, some publications have introduced
reliability analysis for FTCS. Wu (2001a, 2001b) and
Wu and Patton (2003) have used Markov models to
dictate the system reliability where subsystems are
supposed to reach two states: intact (available) or
failed (unavailable). Staroswiecki, Hoblos, and
Aitouche (2004) proposed a sensor reconfiguration
strategy based on physical redundancy where the
reliability analysis provides some information for
selecting the optimal redundant sensors. In a similar
way, He, Wang, and Zhou (2009) have considered the
reliability of sensor faults in the filtering design issue.
Recently, Guenab, Theilliol, Weber, Ponsart, and
Sauter (2005) proposed a FTC strategy for complex
systems composed of various subsystems. The FTC
method provides an optimal structure in order to
achieve desired objectives with highest reliability under
a cost constraint or with lowest cost for achieving the
reliability goal.

In this article, the dynamic behaviour of the faulty
and reconfigured closed-loop system is taken into
account in the design of a FTCS. In this context,
complex systems are considered as a set of intercon-
nected subsystems. Each subsystem is assigned some
local objectives with respect to quality, reliability and
dynamic performance. Each subsystem may take
several states, and specific controller gains. In the
fault-free case, the structure of the control system is
defined based on the set of subsystems connected. Once
a fault occurs, the faulty subsystems are assumed being
able to achieve local objectives at degraded levels. New
structures of the system can then be determined based
on the degraded objectives. Each possible structure
of the system corresponds to reliability and global
performance computed from its subsystem properties.
The optimal structure is chosen based on the structure
that achieves the required global objectives (static and
dynamic) with highest reliability. Once the optimal
solution is determined, a new structure and a new

control law can be exploited in order to achieve the
global objectives as close as possible to the nominal
one. From the redesign of a controller for each
subsystem, the revisited pseudo-inverse method
(PIM) developed by Staroswiecki (2005) is used.

The article is organised as follows. Section 2 is
dedicated to defining a set of complex systems. Section
3 is devoted to the design of the FTCS under a
hierarchical structure. After some definitions are
introduced, a solution is developed under a general
formulation. A simulation example is considered in
Section 4 to illustrate the performance and effective-
ness of the proposed method. Finally, concluding
remarks are given in the last section.

2. Problem statement

A large class of systems is described by hierarchical
structures (Singh and Titli 1978), also called systems
with multiple levels, and there are good reasons for
organising the control of systems in this way, such as
a reduction in the complexity of communication and
computation. The considered approach relies on a
hierarchical structure with two levels: a global and a
local level. Most of the distributed and interconnected
systems, such as manufacturing, automated transpor-
tation, chemical processes and the automotive industry
can be represented under a hierarchical structure with
two main levels.

Under the hierarchical control structure assump-
tion, the global level, called coordinator, is designed
as an optimal controller. It defines the nominal global
objective �nomg with the associated local references ri
and computes the global objective �g based on the local
output yi of each subsystem si. From instance, in a
distillation column, the global objective could be the
concentration of alcohol in a liquid and the local
objectives correspond to the temperature on each
stage.

At the local level, the structure is assumed to be
composed of n multi-input multi-output subsystems
si, i ¼ 1, . . . , n, described by a set of linear state-space
representations:

_xiðtÞ ¼ AixiðtÞ þ BiuiðtÞ
yiðtÞ ¼ CixiðtÞ

�
, ð1Þ

where ui is the control input vector and yi is the output
vector. Ai, Bi and Ci are constant matrices with
appropriate dimensions.

Each subsystem si has a controller designed for a
normal operation with following feedback-feedforward
control structure for command tracking:

uiðtÞ ¼ �K
feedback
i xiðtÞ þ Kfeedforward

i riðtÞ, ð2Þ
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where the matrices Kfeedback
i and Kfeedforward

i are synthe-

sised such that the closed-loop behaviour follows the

reference model described as follows:

_xiðtÞ ¼MixiðtÞ þNiriðtÞ, ð3Þ

where Mi and Ni matrices are designed in order to

describe a desired reference model, which specifies the

desired dynamic characteristics of the subsystem under

the normal condition.
For a more convenient point of view, subsystems

are assumed to be decoupled, which means that matrix

Ai is block diagonal. Moreover, subsystem si is coupled

to subsystem siþ1 or inversely.
Figure 1 presents an illustrative scheme of a

hierarchical structure.
Due to abnormal operation or material ageing,

actuator or component faults can occur in the system.

Therefore, the linear state-space model representation

defined in (1) may become

_xiðtÞ ¼ Af
ixiðtÞ þ B f

i uiðtÞ
yiðtÞ ¼ CixiðtÞ

�
, ð4Þ

where Af
i (respectively Bf

i) represents the state (input)

matrix in the presence of faults f on the plant/process

such as components (actuators).
The occurrence of such faults may result in an

unsatisfactory performance and may lead the system

to become unstable. Consequently, it is important to

design control systems for being able to maintain

system performance and reliability. This article aims to

design a FTCS in order to maintain nominal or achieve

admissible performances despite a fault. A fault

detection and isolation (FDI) module is assumed

to generate suitable information for control reconfi-

guration. Before tackling this problem, let us recall

the control problem in a general way as suggested

by Staroswiecki and Gehin (2001) based on the

triplet �g,C,U
� �

, where �g are global objectives, C is a

set of constraints given by the structure S and

parameters � of a closed-loop system and U is a set

of control laws.

In the fault-free case, the control problem could be
solved by a control law u 2 U such that the controlled
system can achieve the global objectives �g under a
constraint C. A structure S and parameters � are
defined and the controller gains of all subsystems and
their associated references to achieve the global
objectives �g are designed. Consequently, the reference
global objectives �refg are achieved under the nominal
control law unom with the nominal structure Snom.
In a faulty case, the structure Snom is assumed to be
modified. Under the presence of faults, the global
objectives can be or cannot be achieved under a new
structure. In this context, the FTC problem should
be able to find a solution to the triplet �g,C,U

� �
.

According to a reconfigurability analysis on the
distributed and interconnected systems established
a priori as proposed in Blanke et al. (2006) and
associated articles such as Staroswiecki and Gehin
(1998), M structures Sm, m ¼ 1, . . . ,M, could be
considered as reconfigurable ones. A reconfigurable
structure consists of changing the structure Snom,
parameters � and/or control law u 2 U of the
post-fault system to achieve the global objectives �refg .
Among M structures Sm, a solution can be provided by
the disconnection or replacement of faulty subsystems.
in some cases, no solution may exist, and then global
objectives must be redefined to degraded ones, noted as
�dg . Then the problem statement is formulated by the
following question: how does one choose an optimal
structure in the sense that for a given criterion J the
selected structure can maintain the objectives �refg (or
degraded ones �dg )? This article aims to provide a
solution to the above problem based on reliability
analysis under dynamic behaviour constraints in the
hierarchical structure framework.

3. FTCS design

3.1. Reliability computation

Reliability is the ability that units, components,
equipment, products and systems will perform their
required functions for a specified period of time
without failure under stated conditions and specified
environments (Gertsbakh 2000). Reliability analysis of
components consists of analysing time to a failure from
data obtained under normal operating conditions (Cox
1972). In many situations and especially in the consid-
ered study, failure rates are obtained from components
under different levels of loads: the operating conditions
of components change from one structure to another.
Several mathematical models have been developed to
define the failure level in order to estimate the failure
rate � (Finkelstein 1999; Martorell, Sanchez, and
Serradell 1999). The proportional hazards model

rn

Sub-system 1

Coordinator (Scheduler)

r2y2

�s

yn

r1y1

S

s s
local Sub-system 1 Sub-system 2

ggref
gg

�s2s1 sn

global

Sub-system n

Figure 1. General scheme of hierarchical structure.
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introduced by Cox (1972) is used in this article. The

failure rate is modelled as follows:

�iðt, ‘ Þ ¼ �iðtÞ gð‘,#Þ, ð5Þ

where �iðtÞ represents the baseline failure rate (nominal

failure rate) function of time for the i-th subsystem/

component and gð‘,#Þ is a function (independent of

time) taking into account the effects of applied loads

with ‘ presenting an image of the load and # defining

some parameters of the subsystem/component.
Different definitions of gð‘,#Þ exist in the literature.

However, the exponential form is commonly used.

Moreover, the failure rate function for the exponential

distribution is constant during the useful life but it can

change from one operating mode to another according

to a load level for the structure Snom. Under these

conditions, the failure rate (5) can be rewritten as

�mi ðt, ‘ Þ ¼ �iðtÞe
#�‘m : ð6Þ

It can be noticed that load levels (or mean load

levels) ‘m are assumed constants for the i-th subsystem/

component. If an event occurs on the system, based on

a novel (or not) load value applied to the component, a

new failure rate is calculated. Then the reliability for

a period of desired lifetime, noted as Td, is commonly

calculated as follows:

Rm
i Tdð Þ ¼ e��

m
i ðTd,‘mÞ�Td , ð7Þ

where Rm
i Tdð Þ represents the reliability of i-th sub-

system used by the structure Sm for the specified time

Td. It should be pointed out that Td represents the time

period between the fault occurrence and the reparation

of the faulty component which caused the structure

modification.
From complex systems, a global reliability Rm

g ðTd Þ

is computed based on the reliabilities of elementary

components or subsystems. Indeed, the global reliabil-

ity Rm
g ðTd Þ usually depends on the subsystem’s con-

nection which can generally be decomposed on

elementary combinations of serial and parallel compo-

nents. Therefore, the computation of the global relia-

bility Rm
g ðTd Þ is both based on the reliability of

– n serial subsystems as defined by

Rm
g Tdð Þ ¼

Yn
i¼1

Rm
i ðTd Þ: ð8Þ

– n parallel subsystems as represented by:

Rm
g ðTd Þ ¼ 1�

Yn
i¼1

ð1� Rm
i ðTd ÞÞ, ð9Þ

where Rm
i ðTd Þ represents the i-th subsystem reliability.

3.2. Cost computation

Let us assume that the system uses all n subsystems.
The subsystems’ reliabilities are computed at a given
time Td and for each subsystem a cost is associated
with it. The objective is to obtain the expected cost of
each subsystem as a function of its reliability. Several
forms of cost are possible, for example Mettas (2000)
and Wu, Wang, Smapath, and Kott (2002). An
expected cost function, proposed by Mettas (2000)
is used in this article as follows:

Cm
i ðR

m
i ðTd ÞÞ ¼

&i þ PR1
0 Rm

i ðtÞdt
, ð10Þ

where &i is the initial acquisition cost (price) of i-th
subsystem, P is the failure cost due to the performance
degradation and

R1
0 Rm

i ðtÞdt is the mean time to failure
of i-th subsystem.

In our case, we propose the formula of the cost over
the operating time Td. At t ¼ Td there is a probability
ð1� Rm

i ðTd ÞÞ of the component having failed with the
associated costs represented by ð&i þ PÞ. This cost is
not constant over the operating time Td. During
an interval ½ 0 Td �, the cost is given by

Cm
i ðR

m
i ðTd ÞÞ ¼

ð&i þ PÞð1� Rm
i ðTd ÞÞR Td

0 Rm
i ðtÞdt

: ð11Þ

The originality of the cost Cm
i is that it is computed

according to a desired operating time Td. Once costs of
all subsystems are computed, the cost of the composite
system is given by

Cm
g ¼

X
i

Cm
i ðR

m
i ðTd ÞÞ: ð12Þ

3.3. Reconfigurable controller gain synthesis based
on an admissible model matching method

Under the assumption that each multi-input
multi-output subsystem si 8 i ¼ 1, . . . , nð Þ defined by
Equation (1) or Equation (4) are controllable, the
control laws uiðtÞ ¼ �K

feedback
i xiðtÞ þ Kfeedforward

i riðtÞ are
synthesised such that the closed-loop behaviours are
close to a specified reference model _xiðtÞ ¼MixiðtÞ þ
NiriðtÞ, respectively. The controller gains
ðKfeedback

i ,Kfeedforward
i Þ are commonly synthesised by

solving the following equations:

Ai � BiK
feedback
i ¼Mi,

BiK
feedforward
i ¼ Ni,

ð13Þ

with a unique solution defined as follows:

Kfeedback
i ¼ Bþi ðAi �MiÞ,

Kfeedforward
i ¼ Bþi Ni,

ð14Þ

where Bþi is the left pseudo-inverse of Bi.
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If (13) is not fulfilled, optimal solutions, as pres-

ented by Huang and Stengel (1990), should be

computed through the following criteria:

Ji1 ¼ Ai � BiK
feedback
i �Mi

�� ��2
F
, ð15Þ

and

Ji2 ¼ BiK
feedforward
i �Ni

�� ��2
F
, ð16Þ

where �k kF represents the Frobenius norm.
Using constrained optimisation, Gao and Antsaklis

(1991) synthesised suitable gains based on the PIM

which guarantees the closed-loop system stability with

successful results in faulty cases for achievable

performances where, instead of considering one single

reference (closed-loop) behaviour M (respectively N

for tracking), a family of reference models M (respec-

tively N for tracking) that are acceptable are provided.

In this article, in order to redesign the controller

dedicated to each i-th faulty subsystem, the idea of the

recently revisited PIM, developed by Staroswiecki

(2005), has been adopted. Under the assumptions

that the FDI scheme provides necessary information,

the revisited PIM can provide an appropriate control-

ler ð ~Kfeedback
i , ~Kfeedforward

i Þ with a degree of freedom for

solving Equation (13). As presented in Section 2, the

control problem is defined by the triplet h�g,C,U i. In
faulty cases and for each subsystem, the triplet is

equivalent to

�i: _xiðtÞ ¼MixiðtÞ þNiriðtÞ, ðMi,NiÞ 2Mi �Ni

Ci: _xiðtÞ ¼ Af
ixiðtÞ þ Bf

i uiðtÞ

Ui: uiðtÞ ¼ � ~Kfeedback
i xiðtÞ þ ~Kfeedforward

i riðtÞ

,

ð17Þ

where ðMi,NiÞ are among the sets of admissible

reference models Mi �Ni.
In faulty cases, Ni is defined by

Mi ¼ Mi �1iðMiÞ � 0 and �2iðMiÞ4 0
��� �

, ð18Þ

where functions �1i and �2i describe any matrix Mi

which has suitable dynamic behaviour, i.e. stability and

appropriate time response. The functions �2iðMiÞ4 0

can be rewritten as ��2iðMiÞ5 0 and (18) is equivalent

to a unique function �iðMiÞ5 0:

Mi ¼ Mi �iðMiÞ � 0
��� �

: ð19Þ

In this article, for simplicity and without loss of

generality, the set Mi is defined such that any matrix

in Mi has its eigenvalues lying within a suitable

interval. According to the knowledge of the system,

this bounded interval is designed in the fault-free

condition.

From illustration, an elementary reference model
_xðtÞ ¼MxðtÞ with its associated eigenvalues being
equal to ��1 ¼ �1, �

�
2 ¼ �1:2 and ��3 ¼ �1:4 is consid-

ered. Let the set M of admissible reference models
be defined by (19) with �ðMÞ � 0 corresponding to
�10% of nominal eigenvalues. It can be verified that
any matrix belonging to

M¼ M¼

a b c

d e f

g h i

0
@

1
A

�a� e� i�3:96� 0

aþ eþ iþ3:24� 0

�bdþai�gcþ eiþ ea

�fh�5:1788� 0

bd�aiþgc� ei� eaþ fh

þ3:4668� 0

�gbfþafhþgceþdbi

�aei�dch�2:2361� 0

gbf�afh�gce�dbiþaei

þdchþ1:2247� 0

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

�����������������������

9>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>;

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

has its eigenvalues �1 ¼ ��
�
1 , �2 ¼ ��

�
2 and �3 ¼ ��

�
3

with � ¼ ½0:9, 1:1�.
Similar to Mi, Ni is defined as

Ni ¼ Ni ’iðNiÞ � 0
��� �

.
According to the previous sets of admissible

reference models, the control problem is equivalent to
finding ð ~Kfeedback

i , ~Kfeedforward
i Þ as follows:

~Kfeedback
i ¼ arg min

�iðMiÞ�0
Af

i � Bf
iK

feedback
i �Mi

��� ���2
F

~Kfeedforward
i ¼ arg min

’iðNiÞ�0
Bf
iK

feedforward
i �Ni

��� ���2
F

:

8>><
>>:

ð20Þ

Compared to Staroswiecki (2005), it should be
noted that the admissible model matching problem is
handled with the Frobenius norm applied to guarantee
both the static and dynamic behaviours of the
closed-loop system.

In order to choose the optimal structure and the
optimal controller associated with each subsystem
among the hierarchical architecture under the reliabil-
ity constraint, the next subsection is dedicated to
defining pertinent indicators for both steady-state and
dynamic performances.

3.4. Performance criteria

The FTCS should reduce or try to limit the difference
between the dynamic and steady-state behaviour of
the nominal system and the reconfigured system. The
global objective �g is allowed to be determined by some
algebraic and differential equations, based on local
outputs yi of each subsystem si, denoted by f such that

�g ¼ f ð y1, . . . , yi, . . . , ynÞ, i ¼ 1, . . . , n: ð21Þ
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The following normalised indicator is proposed to
provide a global steady-state performance evaluation
of structure Sm:

Jm
steady ¼

�nomg � �mg
�nomg

�����
�����, ð22Þ

where �nomg represents the global objective of the
nominal (fault-free) structure Snom and �mg denotes
the global objective of the reconfigured system under
structure Sm. It can be noticed that the global objective
�g is computed on-line based on Equation (22).

About the dynamic performance evaluation, the
main goal is to obtain the eigenvalues of the
reconfigured system close to the nominal ones. Let us
consider the normalised error between a nominal and
reconfigured i-th subsystem in terms of eigenvalues,
then the maximal error of i-th subsystem can be
formulated as:

"mi ¼ max
�nomj � �mj
�nomj

�����
�����, j ¼ 1, . . . , ki, ð23Þ

where each i-th sub-system has ki eigenvalues �j,
j ¼ 1, . . . , ki for the nominal structure and �mj for the
reconfigured structure Sm, which are computed on-line
based on synthesised controller gains using
Equation (20).

Based on Equation (23), the dynamic performance
associated with the reconfigured structure Sm (com-
posed of nm subsystems) is quantified by the largest
normalised error and is then evaluated as follows:

Jmdyn ¼ maxð"mi Þ, i ¼ 1, . . . , nm: ð24Þ

3.5. FTCS design

Consider a nominal system composed of n subsystems:
si, i ¼ 1, . . . , n. Each subsystem has the following
properties: a set of local objectives �l ðsiÞ (outputs), a
set of eigenvalues �i and a failure rate �iðt, ‘nÞ, with ‘n
the nominal level of loads of the subsystems. For the
sake of simplicity, let us consider only constant failure
rates �ið‘nÞ. Without faults, a nominal structure is
designed which uses all n subsystems and its nominal
global objectives �nomg achieved under the local
objectives �l ðsiÞ of each subsystem.

In faulty cases, M structures Sm, m ¼ 1, . . . ,M,
are assumed to be suitable where each structure Sm

contains nm subsystems: sm1 sm2 � � � smnm
� �

. The
main goal of the method is to select a structure
amongM structures which ensures global objectives �mg
close to the nominal case �nomg , also without neglected
dynamic properties (in terms of reference model,
in particular eigenvalues) and for safety reason under

some reliability constraints. An optimal structure

among the hierarchical architecture will be determined

such that it has a minimum performance criterion (27)

under the reliability constraints. From a desired time

period Td, the constraint is defined as the reliability

larger than a limited value, i.e. Rm
g ðTd Þ 	 R�g and cost

Cm
g � C�g, where R�g and C�g are defined as constant

thresholds defined a priori.
Then, for each available reconfigured structure Sm,

the following procedure needs to be carried out:

At the local level:

(1) For all combined subsystems’ references and each

subsystem smi new failure rate �mi ð‘mÞ are computed

from their baseline failure rates according to the new

applied loads which depend on various local references

and a set of local objectives (outputs). �ml ðs
m
i Þ are

calculated by taking into account the fault magnitude.
(2) New controllers based on the synthesised gains

ð ~Kfeedback
i , ~Kfeedforward

i Þ (Equation (20)) are designed and

"mi (Equation (23)) are evaluated.
(3) For a given time period Td, the corresponding

reliability Rm
i ðTd Þ of each subsystem is computed using

Equation (7) and the corresponding cost Cm
i ðR

m
i ðTd ÞÞ is

calculated using Equation (11).

At the global level:

(1) Each structure Sm involves a new set of global

objectives (outputs) �mg as presented in

Equation (21).
(2) The reliability Rm

g ðTd Þ of the system for all

structures is computed using Equations (8)

and (9).
(3) The cost Cm

g of the system is computed using

Equations (11) and (12).

From each reconfigured structure, from

Equation (22), a minimum performance of static

index Jmsteady, opt is evaluated using

Jmsteady, opt ¼ min
Rm

g Tgð Þ	R�g ,Cm
g �C

�
g

ðJm
steadyÞ ð25Þ

and dynamic index Jmdyn is computed using

Equation (24).
To determine the optimal solution, the objective of

FTCS is to find the structure that has a reliability

Rm
g ðTd Þ 	 R�g, the cost Cm

g � C�g and with minimum

performance of index J. The criterion J is evaluated

using Equations (24) and (25) as follows:

J ¼ �Jmsteady, opt þ ð1� �ÞJ
m
dyn, ð26Þ

where � is a weighting constant which determines the

relative weight placed on the steady-state and dynamic

performance.
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Thus the optimal reconfigured structure for a
complex system defined as a hierarchical architecture
is obtained as follows:

Sopt
m ¼ arg

m
min

Rm
g Tgð Þ	R�g ,Cm

g �C
�
g

ðJÞ: ð27Þ

Once the optimal solution is selected, a new
structure Sopt

m and a new control law could be exploited
in order to satisfy both the local objectives and the
corresponding global objectives.

4. Application

The effectiveness and performance of the proposed
method are illustrated over a wide range of simulations
in the faulty case on a heating system benchmark
(Leger, Hamelin, and Sauter 2003). Figure 2 shows the
schematic diagram of the entire plant.

4.1. Process description and control design

The process is composed of three cylindrical tanks.
Two tanks (1 and 2) are used for pre-heating liquids
supplied by two pumps. The liquid temperature is
adjusted with thermal resistance. A third tank is
dedicated for the mixing of the two liquids issued
from the pre-heating tanks.

The system instrumentation includes four actuators
and six sensors. Control signals p1, p2 are powers
delivered by the two thermal resistances and q1, q2 the
input flow rates which are provided by the two pumps.
Measurements are liquid temperatures (�1, �2, �3) and

liquid levels (H1,H2,H3). A nonlinear system repre-

sentation is considered to describe the hydraulic and

thermal dynamic behaviours in tank 1 and tank 2

such as

_H1ðtÞ ¼
1
S ðq1ðtÞ � �1

ffiffiffiffiffiffiffiffiffiffiffi
H1ðtÞ

p
Þ

�1ðtÞ ¼
1

SH1ðtÞ
p1ðtÞ
	c � ð�1ðtÞ � �1,iÞq1ðtÞ


 �(
, ð28Þ

where S is the tank cross-sectional area, � represents

the outflow coefficient, 	c corresponds to the thermal

constant and finally �1,i is the initial condition for the

liquid temperature in the tank 1.
According to the instruments available on the

heating system in each subsystem si, the previous

equation can be rewritten as:

_xðtÞ ¼ f xðtÞ, uðtÞð Þ

yðtÞ ¼ xðtÞ,
ð29Þ

where x 2 <n is the state vector, y 2 <m is the output

vector, u 2 <p is the input vector and f a nonlinear

function.
According to Equation (29), the system is decom-

posed into three subsystems such as shown in Figure 3.
The global objectives are to adjust two main

reference values: the fluid level Href
3 and the fluid

temperature Tref
3 in the last tank following static parity

equations:

H3 ¼
�1

ffiffiffiffiffiffi
H1

p
þ �2

ffiffiffiffiffiffi
H2

p

�3

� 
2

, ð30Þ

�3 ¼
�1�1

ffiffiffiffiffiffi
H1

p
þ �2�2

ffiffiffiffiffiffi
H2

p

�3
ffiffiffiffiffiffi
H3

p : ð31Þ

Due to the fact that the process operates in multiple

operating regimes, an attractive alternative to non-

linear modelling problem is to use a multi-linear

model approach. This approach is successfully

used for some nonlinear systems in the control field

and consists of partitioning the operating range of a

system into separate regions in order to synthesize

a global representation. The reader can refer to

Figure 2. Schematic diagram of the heating system.

Tank 1 Tank 3

H3q3

H3q3

H2q2

H2q2

s1

Tank 2

Coordinator (Scheduler)

H1

H1
ref q1

ref

H3
ref q3

ref

H2
ref q2

ref

1H

s3 s2

q1

q1

Figure 3. Physical decomposition of the heating system.
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Murray-Smith and Johansen (1997) for a comprehen-

sive review on the multiple models strategy, and also

for well-developed identification method and model-

ling problems. A polytopic representation is also used

in multi-model representation for nonlinear system

modelling and control, as for example in Narendra and

Balakrishnan (1997), Tayebi and Zaremba (2002),

Ozkan, Kothare, and Georgakis (2003), Wan and,

Kothare (2003), Athans, Fekri, and Pascoal (2005) and

Toscano and Lyonnet (2006). In this article, the

dynamic behaviour of the heating system is assumed

to be approximated by a set of N linear time invariant

(LTI) models. Consequently, the heating system is

formulated as blended multiple models such as

xðtÞ ¼
PN
j¼1

~Gj ðxðtÞ, uðtÞÞ
j ðtÞ

yðtÞ ¼ xðtÞ

8<
: , ð32Þ

where ~Gi represents an LTI model established in the

vicinity of the j-th equilibrium operating point defined

by the set (yej , u
e
j ) and 
 denotes a weighting or validity

function.
Each LTI model is defined such as

~Gj ðxðtÞ, uðtÞÞ ¼ Ao
j xðtÞ þ Bo

j uðtÞ þ Dxoj ð33Þ

with (Ao
j ,B

o
j ) being system matrices invariant with

appropriate dimensions defined for the j-th operating

point, generally established from a first-order Taylor

expansion around predefined operating points. Dxoj
represents a constant vector depending on the j-th

linear model and is equal to Dxoj ¼ xej � Ao
j x

e
j þ Bo

j u
e
j .

It is worthwhile to point out that design of the

weighting or validity function 
 is the main task in

the multi-model approach. Owing to the main goal of

the article, the weighing function 
 is assumed to be

assessed directly from output measurements around

the j-th operating point as suggested by Toscano and

Lyonnet (2006) in a stirred tank reactor.
In the blended multi-model framework, each

subsystem si has its own associated controller defined

for a j-th operating point that implements the follow-

ing control law:

uðtÞ ¼ �
XN
j¼1

~K feedback
j 
j

 !
yðtÞ þ

XN
j¼1

~K feedforward
j 
j

 !
rðtÞ,

ð34Þ

where ~K feedback
j and ~K feedforward

j are synthesised in order

that the closed-loop system follows its reference model.
In the fault-free case, the global objectives are

achieved if and if only the reference variables of each

subsystem are also reached. This provides a reliability

block diagram (RBD) such as shown in Figure 4.

In the nominal case, the reliability of the entire
system is equivalent to Rnom

g ðtÞ ¼ 1� ð1� Rnom
q1 ðtÞ �

Rnom
p1 ðtÞÞð1� Rnom

q2 ðtÞ � Rnom
p2 ðtÞÞ with a cost function

C nom
g ðtÞ ¼ C nom

q1 ðtÞ þ Cnom
p1 ðtÞ þ Cnom

q2 ðtÞ þ Cnom
p2 ðtÞ (see

Table A1 for the values of parameters).

4.2. A set of reconfigured structures

For illustration purposes, a loss of power in the resistor
is considered to occur on the first tank. Three
reconfigured structures or working modes are sup-
posed to be involved in the FTCS design.

In the first structure, noted as S1, only tank 2 and
tank 3 are considered in the control loop. The global
objectives are achieved without the first tank as

H3 ¼
�2

ffiffiffiffiffiffi
H2

p

�3

� 
2

, ð35Þ

�3 ¼ �2: ð36Þ

In the second structure, noted as S2, the heating
resistor of the first tank is jammed to its maximal
power, i.e. p1ðtÞ ¼ ð1� �

f Þ � pmax
1 . The global objective

dedicated to the fluid temperature is affected as
follows:

�3 ¼
�1 � � p

1
max

� �
�1

ffiffiffiffiffiffi
H1

p
þ �2�2

ffiffiffiffiffiffi
H2

p

�3
ffiffiffiffiffiffi
H3

p : ð37Þ

The last one considers, noted as S3, the nominal
structure of the system with an actuator fault. In this
working mode, the available local objectives are
unlimited.

The reliability and cost functions formula with
component failure rates and prices are given in
Table A2 for the different structures.

4.3. Results and analyses

4.3.1. Fault-free case

Different scenarios have been conducted under simu-
lated environments. The validation of the hierarchical
controllers under a multiple model framework is
shown in Figures 5–7 with respect to fixed global
objectives (Href

3 ¼ 0:2m and �ref3 ¼ 21
C) for a range

outputiinput

Rq1(t)

Rq2(t)

Rp1(t)

Rp2(t)

Resistor 2Pump 2

Resistor 1Pump 1

Figure 4. RBD of the heating system.
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of 7000 s. Even though some local objectives take
several steps and the initial conditions are not close to
the reference inputs, the dynamic responses demon-
strate that the hierarchical controllers are synthesised
correctly (Figure 5). As presented in Figure 6, the fluid
level and the fluid temperature in the last tank reach
their reference values. The hierarchical controllers
preserve the global objective of the system in the
presence of step-type reference inputs. Figure 7 shows
the corresponding control inputs.

4.3.2. Actuator fault case without reconfiguration

A gain degradation of the power in the resistor due to
material ageing or a failure, which is equivalent to 70%
loss of effectiveness, is supposed to occur at 3500 s.
Then, if the output of the controller is equal to P, the
power in the resistor applied to the water is equal to
0.3P due to the fault. Based on the same controllers as

the nominal case, only the local objective �1 cannot be
achieved for both dynamic and steady-state perfor-
mances. The consequence of an actuator fault on the
local objective is illustrated in Figure 8. The result is
that the global objective cannot be achieved, as shown
in Figure 9. Due to the fact that the local objectives
take several steps, �3 is directly affected by the nominal
controllers established in the fault-free case: the power
designed by the control law in the resistor is saturated
as presented in Figure 10. Compared to the dynamic
behaviour in the fault-free case, the actuator fault
affects only the fluid temperature.

4.3.3. Actuator fault case with reconfiguration

The same fault is considered as previously. It is
equivalent to a 70% loss of effectiveness occurring at
3500 s. Once the fault is isolated and its magnitude is
estimated, the reconfiguration task (FTCS design) is
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Figure 6. Dynamic evolution of global objectives in the fault-free case.
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Figure 5. Dynamic evolution of local output variables in the fault-free case.

International Journal of Systems Science 227

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
T
H
E
I
L
L
I
O
L
,
 
D
i
d
i
e
r
]
 
A
t
:
 
1
4
:
3
6
 
5
 
N
o
v
e
m
b
e
r
 
2
0
1
0



0 1000 2000 3000 4000 5000 6000 Sample(s))

150

200

250

300

350

400

p1(W)

p2(W)

0 1000 2000 3000 4000 5000 6000 Sample(s)

8

8.5

9

9.5

10

10.5

11

11.5x 10–6

q2(m3s–1)

q1(m3s–1)

Figure 7. Dynamic evolution of local input variables in the fault-free case.
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Figure 8. Dynamic evolution of local output variables in the faulty case.
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Figure 9. Dynamic evolution of global objectives in the faulty case.
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performed in order to reduce the fault effects on the
system and select an optimal structure in order to reach
the nominal global objectives.

Table 1 illustrates values of the local and the global
objectives of the system, reliabilities and the perfor-
mance indices for all the structures. The criterion J is
defined as J ¼ �Jmsteady, opt þ ð1� �ÞJ

m
dyn and it is

evaluated using Equations (24), (25) and (26) with
� ¼ 0:5.

Note that the value of desired reliability is
R� ¼ 0:55 and the desired lifetime is Td ¼ 10000 s.
According to the constraints R� and C� and the
performance indices Jm in the structure S1. Since J1

has minimal value, it is selected as optimal. Thus, after
fault occurrence, the faulty system is switched to the

new structure S1. This leads to the disconnection of the
tank 1. The local objectives of tank 2 are applied; they
correspond to �2 ¼ 20:978
C and H2 ¼ 0:8m; as
shown in Figure 11.

The disconnection of tank 1 is carried out by the
immediate zero setting of p1 and q1 values and closing
the connection between tank 1 and tank 3 (Figure 12).
This justifies the fall of the level H3 to 0:05m, which

is equal to �2
ffiffiffiffiffi
H2

p

�3


 �2
and an increase in temperature �3.

After transitory duration, the level H3 and the
temperature �3 take the values of desired references,
as illustrated in Figure 13. These variations of
references allow illustration of the effectiveness of the
control law p2 and q2, which allows reduction of
differences between references and actual outputs. The
outputs H2 and �2 coincide with the values of
references Href

2 and �ref2 , and the global outputs H3

and �3 coincide with their references. Due to a time
delay of a few seconds between fault occurrence and
fault diagnosis, the switching procedure generates a
time response and an overshoot of the compensated
outputs: this dynamic behaviour could be reduced
according to a fault diagnosis method. Note that the
controller gains of tank 2 are not changed and they
take the same values of nominal gains, because the
considered fault influences only the disconnected tank
(tank 1).

5. Conclusions

This article has presented an FTCS design strategy
which can incorporate reliability analysis and perfor-
mance evaluation into the reconfigurable control
structure selection based on the hierarchical architec-
ture of complex systems. Such a strategy requires many
computations and is consequently time consuming.

0 1000 2000 3000 4000 5000 6000 Samples(s)
100

200

300

400

500

600

p1(W)

p2(W)

0 1000 2000 3000 4000 5000 6000 Sample(s)

8

8.5

9

9.5

10

10.5

11

11.5 x 10–6

q1(m3s–1)

q2(m3s–1)

Figure 10. Dynamic evolution of local input variables in the faulty case.

Table 1. Local and global performances of the system under
structures S1, S2 and S3.

S1 S2 S3

H1 – 0.20 0.1683
�1 – 19.9481 17.2711
H2 0.8 0.20 0.2174
�2 20.978 22.023 22.6701
Rq1 – 0.9060 0.9129
Rp1 – 0.2258 0.7972
Rq2 0.76 0.9169 0.9135
Rp2 0.79 0.8607 0.8210
Cq1 – 0.0188 0.0173
Cp1 – 0.2143 0.0326
Cq2 0.0427 0.0158 0.0165
Cp2 0.0472 0.0255 0.0335
H3 0.2 0.2 0.1920
�3 20.978 20.974 20.1431
Jsteady 0.001 0.0012 0.0806
Jdyn 0 9.1665*10�5 9.1665*10�5

J 5.0*10�4 1.0583*10�3 4.0345*10�2

Cg 0.0899 0.2743 0.1000
RgðTd Þ 0.60 0.8323 0.9319
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Figure 12. Dynamic evolution of local input variables in the faulty case with FTC.
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Figure 11. Dynamic evolution of local output variables in the faulty case with FTC.
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Figure 13. Dynamic evolution of global output variables in the faulty case with FTC.
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This constraint can be a limitation in order to apply
the developed method to a process with a very
low-sampling period. Once a fault occurs and the
global objectives of system cannot be achieved using
the current structure, the proposed FTC strategy will
switch to another structure. The selected structure will
guarantee an optimal steady-state and dynamic per-
formance of the reconfigured system according to the
‘highest’ reliability in order to ensure the dependability
of the system and human safety under cost constraints.
The effectiveness and performance of the FTCS design
strategy have been illustrated on the entire operating
conditions of a nonlinear thermal and hydraulic
system. Several issues could be investigated in future
work. For instance, the proposed approach requires
some information about the location, the amplitude
and the type of the fault. They are not available unless
a FDI module is designed and integrated with the
FTCS. Moreover, in order to consider the proposed
strategy for processes with a very high sampling
period, it is crucial to develop techniques which
prove to be less time consuming.
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Appendix: Reliability and costs parameters

Table A2. Reliability (R) and Cost (C) functions.

Structure S1 R1
gðtÞ ¼ R1

q2ðtÞ � R1
p2ðtÞ

C1
gðtÞ ¼ C1

q2ðtÞ þ C1
p2ðtÞ

Structure S2 R2
gðtÞ ¼ 1� ð1� R2

q1ðtÞ � R2
p1ðtÞÞ

� ð1� R2
q2ðtÞ � R2

p2ðtÞÞ

� with p1ðtÞ ¼ ð1� �
f Þ � pmax

1

C2
gðtÞ ¼ C2

q1ðtÞ þ C2
p1ðtÞ þ C2

q2ðtÞ þ C2
p2ðtÞ

� with p1ðtÞ ¼ ð1� �
f Þ � pmax

1

Structure S3 R3
gðtÞ ¼ 1� ð1� R3

q1ðtÞ � R3
p1ðtÞÞ

� ð1� R3
q2ðtÞ � R3

p2ðtÞÞ

C3
gðtÞ ¼ C3

q1ðtÞ þ C3
p1ðtÞ þ C3

q2ðtÞ þ C3
p2ðtÞ

Table A1. Failure rate (�), load (#), price (&) and failure
cost (P) parameters.

Component q1 p1 q2 p2

�(hour�1) 3.77e-6 5.77e-6 3.21e-6 4.25e-6
# 10.211eþ 4 5.000e-3 10.548eþ 4 8.000e-3
&(E) 900 440 820 700
P (E) 1000 1000 1000 1000
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