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Modified PSO algorithm for solving planar graph coloring problem
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Abstract

The graph coloring is a classic NP-complete problem. Presently there is no effective method to solve this problem. Here we propose a
modified particle swarm optimization (PSO) algorithm in which a disturbance factor is added to a particle swarm optimizer for improv-
ing its performance. When the current global best solution cannot be updated in a certain time period that is longer than the disturbance
factor, a certain number of particles will be chosen according to probability and their velocities will be reset to force the particle swarm to
get rid of local minimizers. It is found that this operation is helpful to improve the performance of particle swarm. Classic planar graph
coloring problem is resolved by using modified particle swarm optimization algorithm. Numerical simulation results show that the per-
formance of the modified PSO is superior to that of the classical PSO.
� 2007 National Natural Science Foundation of China and Chinese Academy of Sciences. Published by Elsevier Limited and Science in
China Press. All rights reserved.
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1. Introduction

The graph coloring is a classical combination–optimiza-
tion problem which has a favorable applied background
both in theories and engineering applications, such as cir-
cuit layout problem, working procedure problem, time-
table problem and storage problem. Therefore, many
scholars have been attracted to carry on researches on this
problem [1]. The graph coloring problem has been proved
to be a classic NP-complete problem, which has not an
effective strategy to get the best solution until now. For
solving this kind of problem, both the exact algorithm
and approximate algorithm have been used including
genetic algorithm [2], swarm algorithm [3,4], DNA algo-
rithm [5,6], tabu search algorithm, greedy algorithm, neural
network algorithm [7], etc.

Particle swarm optimizer (PSO) originated from the
observation of the flock foraging behavior, the research
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of artificial life and evolutionary computing theory,
which is a new swarm intelligence algorithm proposed
by Kennedy and Eberhart in 1995. Because of its fast
convergence rate, simple computation and easy realiza-
tion, PSO has extensive applications in optimization
problem of continuous space [8]. In certain cases, it
has an even higher efficiency than genetic algorithm.
However, it does not effectively solve the discrete and
combination–optimization problem. Kennedy [9] pro-
posed a binary PSO algorithm in 1997, Fatih and Liang
[10] applied this algorithm to solve the batch order prob-
lem. Aiming at the discrete space optimization problem
like the graph coloring, we present a modified PSO algo-
rithm by establishing its objective optimal mathematical
model. A disturbance factor is added to a particle swarm
optimizer for improving PSO algorithms’ performance. It
is found that this operation is helpful to improve the per-
formance of particle swarm. Our numerical simulation
results show that the performance of the modified PSO
(MPSO) algorithm is superior to that of the classical
PSO.
f China and Chinese Academy of Sciences. Published by Elsevier Limited
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2. Description of the planar graph coloring problem

2.1. Definition of the planar graph

The planar graph coloring problem is one of the three
recent mathematical difficulties. As early as 100 years ago
there were a large number of people interested in this issue,
and many mathematicians had proven that any planar
graph could be colored by four kinds of colors, which is
called the four-color problem, also known as the four-color
conjecture. The planar map coloring is a vivid particular
case of the planar graph coloring problem in that adjacent
areas are colored by different colors so that the region can
be easily distinguished. It is demonstrated by mathematical
language that the plane is arbitrarily subdivided into differ-
ent areas which do not overlap and every area can always
be marked with one of the four numbers 0, 1, 2 and 3, so it
will not obtain the same numbers in two adjacent areas.
Though ‘‘the four-color conjecture” had been proposed
nearly 160 years ago, it has not found a rigorous mathe-
matical proof yet. In 1879 Kempe presented the first proof
of the conjecture, but in 1890 Hewood found it was not
true. It was not until 1976 Appel and Haken had proven
and solved the 4-color graph coloring problem with com-
puter-assisted method based on the order approximation.
However, it cost much longer time when they solved the
large-scale problems, and the computing time was propor-
tional to the O(n2) (n is the number of areas on the map). In
the terms of the knowledge of graph theory, this conclusion
can be transformed into another explanation that any pla-
nar graph may color normally to the node with not more
than four different colors. In this paper, we do not consider
the four-color theorem itself, but consider how to elicit a
coloring plan to color the node normally with four different
colors to any planar graph, and how to use modified PSO
heuristic algorithm to solve the map and planar graph col-
oring problem.
Fig. 1. Four coloring program of seven areas map and its incidence
matrix.
2.2. Mathematical description of the planar graph coloring

problem

Given an undirected connected planar graph V(G) = {v1,
v2, . . ., vn} which is a node set consisting of n nodes, the inci-
dence matrix of each node is R = (rij)n�n, where

rij ¼
1; node i and j connected and i 6¼ j;

0; node i and j unconnected; or i ¼ j ð1 6 i; j 6 nÞ

�

Four different colors are applied to the coloring of all
the nodes to make any two adjacent nodes colored in differ-
ence. We use 0, 1, 2 and 3 to represent four different colors,
and accordingly a reasonable coloring program corre-
sponds to a string with a length of n.

Fig. 1(a) illustrates a kind of coloring program of seven
areas of planar graph; Fig. 1(b) is the incidence matrix of
the planar graph. According to our coding assumption
above, this coloring program can be expressed by
V ¼ v1; v2; v3; v4; v5; v6; v7 ð1Þ

The corresponding coloring sequence can be expressed as

S ¼ 0; 1; 2; 3; 2; 1; 0 ð2Þ

To facilitate the description, a certain coloring program
of the incidence matrix R = (rij)n�n of planar graph with n

nodes Vn = v1, v2, . . ., vn can be indicated as S = q1, q2, . . .,
qn, where qi 2 {0, 1, 2, 3}. To determine whether the color-
ing sequence S satisfies the conditions of the program, we
define the following fitness function f(s) as the following.

To any vi 2 V = {v1, v2, . . ., vn}, given S = q1, q2, . . ., qn,
make xi = qi, g(xi) is the colored node number with xi,
which adjoin to the node of vi, (i = 1, 2, . . ., n); g(xi) will
be computed by inquiring incidence matrix

f ðsÞ ¼
Xn

i¼1

gðxiÞ ð3Þ

It is obvious that f(s) P 0 and f(s) is an even number. It
corresponds to a reasonable program when f(s) = 0. From
the above definition we can see that g(xi) represents the
aggregate of coloring conflict node of node vi in the color-
ing program s, while f(s) represents the aggregate of node
coloring in coloring program s. For a convenient descrip-
tion, the fitness function f(s) can be considered as the con-
flict’s degree of coloring program s in this paper.

3. Modified PSO

PSO is an efficient, robust and simple optimization algo-
rithm for solving many continuous optimization problems.
Aiming at the particularity of the discrete space optimization
problem such as the graph coloring, we adapt the quaternary
PSO to our problem and introduce the disturbance strategy.

3.1. Original PSO

PSO is a stochastic optimization approach which main-
tains a swarm of candidate solutions, referred to as parti-
cles. The method is inspired by the movement of particles
and their interactions with their neighbors in the group.
Every particle in the swarm begins with a randomized
position (xi) and (possibly) randomized velocity (vi) in the
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D-dimensional search space, where xid represents the loca-
tion of particle index i in the dth dimension of the search
space. Candidate solutions are optimized by flying the par-
ticles through the virtual space, with attraction to positions
in the space that yielded the best results. Each particle
remembers the position in which it achieves its highest per-
formance (pid) and this position is marked as pbest. Every
particle is also a member of some neighborhood of parti-
cles, and remembers the best overall position in which it
achieves that neighborhood (given by the index g) and this
position is marked as gbest.

vtþ1
id ¼ w� vt

id þ c1 � randðÞ � ðpid � xt
idÞ

þ c2 � randðÞ � ðpgd � xt
idÞ

xtþ1
id ¼ xt

id þ vtþ1
id

8><
>: ð4Þ

for i = 1, . . ., M and d = 1, . . ., D, where w is the inertia
coefficient which controls the momentum of the particle
by weighing the contribution of the previous velocity—
basically controlling how much memory of the previous
flight direction will influence the new velocity; c1 is the
weight given to the attraction to the previous best location
of the current particle and c2 is the weight given to the
attraction to the previous best location of the particle
neighborhood; rand() is a sampling of a uniformly-distrib-
uted random variable in [0, 1].

3.2. Quaternary PSO

The original PSO algorithm can only optimize problems
in which the elements of the solution are continuous real
numbers, while it cannot be used to discrete problem
directly. Aiming at this large type of problems, Kennedy
and Eberhart proposed a discrete binary version PSO
method. Though the discrete-value modification for PSO
has been shown to be able to optimize various discrete-
valued problems, it is limited to discrete problems with
binary-valued solution elements. Here, we developed a
quaternary-valued PSO method by defining the particles’
trajectories and velocities in terms of changes of probabil-
ities of solution elements’ assumed values. It has improved
the model in the literature [9] and combined the solution
requirement of the graph coloring problem to demonstrate
the efficiency of PSO in combination–optimization prob-
lem. Thus a particle moves in a state space restricted to
zero, one, two, and three on each dimension, where each
vid represents the probability of xid taking the assumed
value. The velocity is updated in the same way as in stan-
dard PSO. For assigning a new particle value for xid, the
velocity term is transformed to the range [0,1], and accord-
ing to the relations of size among rand(), r(r = 0.5) and
S(vij), the particle element is randomly set. The equations
for the new algorithm are given below:

vtþ1
id ¼ w� vt

id þ c1 � randðÞ � ðpid � xt
idÞ

þ c2 � randðÞ � ðpgd � xt
idÞ

xtþ1
id ¼ Modððxt

id þ f ðvtþ1
id ÞÞ; 4Þ

8><
>: ð5Þ
where the Mod(number, divisor) function returns the
remainder after a number is divided by a divisor, f(v) is
given by Eq. (6) and S(v) is the sigmoid function given
by S(v) = 1/(1 + e�v),

f ðvÞ ¼

0; randðÞ > r&randðÞ < SðvÞ
1; randðÞ < r&randðÞ < SðvÞ
2; randðÞ 6 r&randðÞP SðvÞ
3; randðÞP r&randðÞP SðvÞ

8>>><
>>>:

ð6Þ
3.3. Synergistic optimization algorithm and disturbance

strategy of particle swarm

From Eq. (4) it is not difficult to find that the particles of
classical PSO algorithm are always chasing the current glo-
bal best solution and the partial best solution of a single par-
ticle is its own that they searched for up to now. Therefore,
the velocity of the particles will be quickly dropped close to
0 and they are likely to be trapped into the local minimizers
that will not allow them to escape. This phenomenon is
known as the PSO’s ‘‘convergence”. This ‘‘convergence”

restricts the search scope of particles. It is necessary, for
expanding the search scope, to increase the number of the
particles of particle swarm or decrease the chasing of parti-
cles to the current global best optimization of the entire par-
ticle swarm. Increasing the number of particles will lead to
the increase of the computational complexity of the algo-
rithm; however, decreasing the chasing of particles to the glo-
bal best solution will also lead to the disadvantage of
misconvergence of the algorithm. Because PSO is likely to
fall into the local minimizers, the velocity of particles is close
to 0 leading to the unchanged position of particles. We
increase the disturbance factor in classical PSO: If the contin-
uous step u iterations of the global best adaptive value that
we have looked for so far have been not been updated, we
randomly select a certain number of particles according to
probability r and reset the velocity of them. u is a natural
number which is called disturbance factor, r is a random
number between 0 and 1. The disturbance strategy can be
described as,

If t � tu > u; Then reset v ð7Þ

where tu is the iterative step of the global best adaptive va-
lue that has been updated and searched recently. The
thought of disturbance strategy is when the PSO falls into
local minimizers, we should randomly choose a certain
amount of particles whose velocities will be reset in order
to force swarms getting out of local minimizers to trigger
a new search process.

4. Experimental design and result

4.1. Fitness function

The planar graph coloring is a complicated NP-complete
problem. However, it is considerably simple to determine
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whether a coloring project satisfies the conditions, as long as
the adjacent nodes do not color the same. Based on the above
mathematical description of planar graph coloring problem,
a coloring scheme S = q1, q2, . . ., qn for the nodes of the
known planar graph V = (G), function f ðsÞ ¼

Pn
1gðxiÞ is

the adaptive value of scheme S, when f(s) = 0, S is a reason-
able coloring scheme of the planar graph.

4.2. MPSO algorithm of the planar graph coloring problem

According to the thought and improved strategy of the
above algorithms [11,12], the main steps of MSPO’s reali-
zation are as follows:
Step 1: Input the incidence matrix R, the initialized maxi-
mal iterations M, the number of particles N, w,
c1, c2 and the step of disturbance factor u; ran-
domly initialize the initial locations and velocities
of all the particles and guarantee them in a feasible
space (that is to satisfy the given constraint); the
current position of each particle is as individual
extreme value Pi, the swarm optimal value of all
the particles as global extreme value Pg.
Step 2: Decide whether f(s) = 0 or f(s) reaches the maximal
iterations, if satisfied, turn to step 6, or perform step 3.
Step 3: Adjust and update each particle: r compute the
velocity vi of each particle according to Eq. (5)
and update each position xi; s amend the acquired
position, the velocities should not exceed the feasi-
ble space, if exceed, reset the velocity as a random
number between �Vmax and Vmax; t judge
whether each particle satisfies the given constraint,
if not, correct the value of w and re-update the
local velocity and location of the particle, rectify
the particle until it goes into the feasible space;
u calculate the adaptive value of each particle with
Eq. (3); v update Pi, and Pg according to the
adaptive value of each particle.
Step 4: If t � tu > u, randomly select a certain number of
particles according to probability r and reset the
velocities vi of them, then turn to step 3, or perform
step 5.
Fig. 2. Algorithm’s flow diagram.
Step 5: Examine the exit conditions of the loop: return to
step 2 when it achieves the maximal iterations or
f(s) = 0.

The flow chart is described in Fig. 2.

4.3. Experimental simulation result

It is necessary to validate the results of the introduced
disturbance factor to compare the performance of the
improved MPSO algorithm with the original PSO algo-
rithm. Under the setting conditions of the same parameters
in this paper, we randomly generate planar graph using
C++ to program and perform numerical simulation to
actualize the two algorithms. Taking weight coefficient
for example, the larger inertia weight is favorable to the
global search of PSO, and the smaller one is inclined to
the local search. The inertia weight is decreased by itera-
tions, i.e., w = wmin � l � (wmax � wmin)/lmax, l is iterations,
lmax is maximal iterations. PSO is able to search in the
entire solution space with a greater probability in the initial
search stage, and it will rapidly converge in a local area of
the best solution, then PSO realizes fine tuning in the area
with the descending of the inertia weight. Set the number of
PSO as 200 and initial weight w as 2 which will descend to
0.8 in linear iteration. To avoid too small setting of the
experience value which will results in the too small changes
of particle position after taking the module, c1 = 2, c2 = 1.8
are used here and the maximal iterations of algorithm are
10,000. We timely adjust the corresponding disturbance
factor in accordance with the scale of the problem.

By randomly generating a given scaled planar graph,
and separately calculating 100 times to MPSO algorithm
and classical PSO, the experimental results we obtained
are shown in Table 1. It can be seen that under the same
parameters MSPO has a faster convergent velocity and a
better global search capability to solve the same problem.
In order to demonstrate the performance of MPSO algo-
rithm for solving the planar graph coloring problem fur-
ther, we take the coloring problem of the map of China
as an example. Fig. 3 is the map of China, including 31
provinces, municipalities and autonomous regions, of
which incidence matrix is a symmetric matrix of 31 � 31.
We, respectively, use PSO and the improved MPSO to per-
form the experiment and simulation. The results demon-
strate that the improved MPSO method is able to present



Table 1
Comparison of the experimental results

Nodes n Algorithms Maximal iterations Minimal iterations Average iterations Correct coloring rate

7 MPSO 7 0 5 100
PSO 8 0 6 100

10 MPSO 47 5 26 100
PSO 66 6 32 100

20 MPSO 4637 36 1569 59.7
PSO 5895 116 2418 42.3

30 MPSO 10,000 1786 5439 16.4
PSO 10,000 3426 6432 10.9

Fig. 3. A specific description of the map of China for 4-coloring problem.
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a coloring scheme to this problem in a feasible time. Fig. 3
is also a specific description of one solution for solving its
4-coloring problem using MPSO algorithm.

5. Conclusion

In terms of the discrete space optimization problem such
as the graph coloring, we propose a modified PSO algorithm
by establishing its objective optimal mathematical model. A
disturbance factor is added to a particle swarm optimizer for
improving PSO algorithms’ performance, which is helpful to
avoid the disadvantage of particle swarm easy to be locally
minimizers. The experimental results show that this algo-
rithm is considerably effective to the graph coloring problem
with moderate size, however, with the increasing scale of the
problem, the particles’ iterations need increase and they are
more and more difficult to jump out of the approximate best
solution. Generally speaking, the larger scale of the particle
swarms needs more evolutionary time so the more quantities
of the best solutions are required, and the computational
complexity will subsequently increase greatly. Therefore, it
is necessary to continually find a more effective coloring algo-
rithm to the larger scale coloring problem. We believe that in
combination with other optimization algorithms, such as the
crossover and mutation operator of genetic algorithm, the
global search capability of the swarms can be enhanced, or
with simulated annealing algorithms and ant swarm algo-
rithms, the convergence of the algorithm can be improved.
This will be the direction in the future research.
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