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Abstract Attribute reduction and reducts are important

notions in rough set theory that can preserve discriminatory

properties to the highest possible extent similar to the entire

set of attributes. In this paper, the relationships among 13

types of alternative objective functions for attribute

reduction are systematically analyzed in complete decision

tables. For inconsistent and consistent decision tables, it is

demonstrated that there are only six and two intrinsically

different objective functions for attribute reduction,

respectively. Some algorithms have been put forward for

minimal attribute reduction according to different objective

functions. Through a counterexample, it is shown that

heuristic methods cannot always guarantee to produce a

minimal reduct. Based on the general definition of dis-

cernibility function, a complete algorithm for finding a

minimal reduct is proposed. Since it only depends on

reasoning mechanisms, it can be applied under any

objective function for attribute reduction as long as the

corresponding discernibility matrix has been well

established.

Keywords Complete decision table �
Objective function for attribute reduction �
Discernibility function � Minimal reduct

1 Introduction

Rough set theory (Pawlak 1982; Pawlak and Skowron

2007) has developed nearly three decades and has had

widespread success in many research areas, such as pattern

recognition, machine learning, knowledge acquisition,

economic forecast, data mining, etc. (An et al. 1996;

Beynon and Peel 2001; Dimitras et al. 1999; Jelonek et al.

1995). It aims at data analysis problems involving uncer-

tain or imprecise information and becomes one of major

schemes of granular computing (Pedrycz 2007; Pedrycz

et al. 2008). Attribute reduct is one of the most funda-

mental and important notions in rough set theory, which

can preserve a certain property of an original decision table

in the same way as entire condition attribute set.

Generally, decision tables can be positioned into two

categories: complete decision tables and incomplete deci-

sion tables (Zakowski 1993). A decision table is complete

if each object does not have any default values over all

attributes, otherwise, it is incomplete. Complete decision

tables can be further divided into two categories: consistent

and inconsistent decision tables (Pawlak et al. 1988). A

decision table is consistent if all object pairs that have the

same condition values also have the same decision value,

otherwise, it is inconsistent.

Diversified properties embedded in a decision table can

be revealed from different profiles. A sort of formulation

description cannot represent all the properties. Many

objective functions for attribute reduction have been pro-

posed by means of some special facets in a complete
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decision table (Kryszkiewicz 2001; Li and Zhang 2004;

Miao and Wang 1997; Miao et al. 2009; Pawlak and

Skowron 2007; Slezak 2000; Wang et al. 2002, 2005; Yao

and Zhao 2008; Zhang et al. 2003). Classical objective

function for attribute reduction proposed by Pawlak (1982)

focuses on the remaining positive region or the quality of

classification. Miao and Wang (1997) put forward a new

objective function from the view of information entropy.

Wang et al. (2002) further presented conditional informa-

tion entropy for describing attribute reduction. Slezak

(2000) constructed some approaches for attribute reduction

based on attribute frequencies in decision tables, in which

distribution reduct was introduced. Zhang et al. (2003)

proposed the notion of maximal distribution reduct and

possible reduct. Therein, possible reduct preserves the

upper approximation of each decision class. Some types of

knowledge reduction for a single object and an entire

decision table were, respectively, compared by Kryszkiewicz

(2001). For the latter, approximate reduct which preserves

the decision values for each object and possible reduct

which distinguishes each object from objects that do not

belong to the relevant upper approximation are both pre-

sented. Recently, the notion of relative relationship pres-

ervation reduct was provided by Miao et al. (2009).

Each reduct definition introduced above only describes a

special profile of a decision table. It is necessary to clarify

their relationships since some of them are essentially

equivalent. Kryszkiewicz (2001) firstly investigated some

alternative objective functions for attribute reduction.

Unfortunately, some results are not reasonable. Based on

Kryszkiewicz’s research works, the related results were

theoretically improved by Li and Zhang (2004). The rela-

tionship among distribution reduct, maximal distribution

reduct and possible reduct was discussed by Zhang et al.

(2003). Wang (2003) studied the differences between

algebraic view and information view for attribute reduc-

tion. The equivalence between distribution reduct and

condition information entropy reduct was proved by Qin

et al. (2005). Miao et al. (2009) revealed the relationship

among three distinct relative reduct definitions in consis-

tent and inconsistent decision tables. The relationship

among absolute attribute reduct and some relative attribute

reducts was discussed by Deng et al. (2007). Wang et al.

(2008) presented a systematic study on attribute reduction

based on general binary relations in rough set theory. These

researches often focus on the relationship among some

chosen alternative objective functions for attribute reduc-

tion. The comprehensive relationship among available

typical objective functions for attribute reduction in com-

plete decision tables still needs more investigation.

More than one reduct often exists in a decision table

under a given attribute reduction objective function. Final

decision rule sets are derived relying on the obtained

reducts directly. The conciseness, understandability, gen-

erality and precision of the decision rule sets will be dis-

tinct according to different reducts, so some optimal results

are expected, i.e., the minimal reducts which have the

shortest length. Such that redundant attributes can be

removed as much as possible, the storage space for the

decision table can be managed effectively and the prop-

erties of the decision rule set will become excellent.

Unfortunately, searching for a minimal reduct has been

proved to be an NP-hard problem (Wong and Ziarko 1985).

Many heuristics have been proposed and investigated

for finding an optimal reduct or approximate optimal reduct

(Hu and Cercone 1995; Nguyen and Nguyen 1996;

Skowron and Rauszer 1991; Thangavel and Pethalakshmi

2009; Wang and Wang 2001; Xu et al. 2006; Yao and Zhao

2009; Yao et al. 2008; Ye and Chen 2006; Zhao and Yao

2007). However, Wang and Miao (1998) has illustrated that

heuristic algorithms are incomplete to find a minimal

reduct; in other words, a minimal reduct is not always

attained by heuristic algorithms when a decision table is

given. Sometimes, the result is just a superset of a reduct

(Yao et al. 2006). Possibly, in order to construct a minimal

reduct, the set of all reducts can be obtained at the first step.

In this case, the time and space complexity will be very

high.

In this paper, the available 13 typical forms of objective

functions for attribute reduction in complete decision tables

are systematically investigated. It is illustrated that there

are only six and two intrinsically different objective func-

tions for attribute reduction in inconsistent and consistent

decision tables, respectively. According to the general

reduct definition (Zhao et al. 2007) and the general defi-

nition of discernibility matrix (Miao et al. 2009), a com-

plete algorithm CAMARDF for minimal attribute reduction

is presented. The efficiency of the proposed algorithm is

elucidated by experiments involving both UCI (Asuncion

and Newman 2007) and synthetic data sets.

The paper is organized as follows. Some preliminaries

are reviewed in Sect. 2. Section 3 presents 13 typical forms

of attribute reduct definitions. The relationship among them

in consistent and inconsistent decision tables are investi-

gated, respectively. In Sect. 4, the failure mechanisms of

heuristic algorithms for finding a minimal reduct are ana-

lyzed in detail. In Sect. 5, a complete algorithm for minimal

attribute reduction is proposed based on the discernibility

matrix. Some experimental results are presented in Sect. 6,

while main conclusions are delivered in Sect. 7.

2 Preliminaries

For convenience, some basic concepts in rough set theory

are briefly recalled in this section.
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Definition 1 Decision table DT can be represented as the

tuple: DT ¼ ðU;C [ D;V; qÞ, where U ¼ fx1; x2; . . .; xng
is a finite nonempty set of objects, called the universe; C

and D are the finite nonempty sets of condition and deci-

sion attributes, respectively, C \ D ¼ ;; V ¼ [a2ðC[DÞ Va

is the union of attribute value domains, Va is a nonempty

set of values for attribute a; q : U � ðC [ DÞ ! V is an

information function, qðx; aÞ denotes the value of object x

on attribute a:

8B � C denotes INDðBÞ ¼ fðx; yÞj8b 2 B; qðx; bÞ ¼
qðy; bÞg, then INDðBÞ is a equivalence relation on U,

referred to as an indiscernibility relation. U=INDðBÞ ¼
f½x�Bjx 2 Ug is the collection of all equivalence classes

w.r.t. (with respect to) B, denoted as U=B briefly. ½x�B ¼
fyjy 2 U; ðx; yÞ 2 INDðBÞg is the equivalence class deter-

mined by x w.r.t. B. Each element of U=B and U=D is

called as condition class w.r.t. B and decision class,

respectively. Obviously, the partition U=C has the finest

information granules and the partition U=; has the coarsest

information granules.

Especially, we assume that D ¼ fdg with only one deci-

sion attribute. If a decision table has more than one decision

attribute, it is easy to convert it to an equivalent decision table

with one decision attribute which values are determined by

the combination of the original decision values.

Definition 2 Given a decision table DT ¼ ðU;C [ D;

V ; q), for xi 2 U ði ¼ 1; 2; . . .; nÞ, 8xj 2 Uðj 6¼ iÞ, if

ðxi; xjÞ 2 INDðCÞ, then it has qðxi; dÞ ¼ qðxj; dÞ, xi is called

a consistent object w.r.t. C, otherwise, xi is called an

inconsistent object w.r.t. C:

Definition 3 Given a decision table DT ¼ ðU;C [ D;

V ; q) and 8B � C, the partition of universe U w.r.t. B is

denoted as U=B ¼ fE1;E2; . . .;EjU=Bjg. For each condition

class Ei 2 U=B ði ¼ 1; 2; . . .; jU=BjÞ, if 8x 2 Ei, x is a

consistent object w.r.t. B, then Ei is called a consistent

condition class w.r.t. B, otherwise, Ei is called an incon-

sistent condition class w.r.t. B. The notation jXj denotes the

cardinality of set X:

Definition 4 Given a decision table DT ¼ ðU;C [ D;

V ; q), 8x 2 U, if x is a consistent object w.r.t. C, then DT is

called a consistent decision table, otherwise, DT is called

an inconsistent decision table.

For an inconsistent decision table, its objects can be

divided into two groups. One is composed of consistent

objects and the other is composed of inconsistent objects.

In this case, consistent decision tables can be considered as

a special case of inconsistent decision tables. Object,

equivalence class and decision table can be established as a

hierarchy with three levels from lower to higher, or from

concrete to abstract.

Definition 5 Given a decision table DT ¼ ðU;C [ D;

V ; q), 8X � U and 8B � C, the upper and lower approxi-

mations of set X w.r.t. B are denoted as BðXÞ, BðXÞ,
respectively, and defined as:

BðXÞ ¼ [fEijEi \ X 6¼ ;;Ei 2 U=Bg;
BðXÞ ¼ [fEijEi � X;Ei 2 U=Bg:

ð1Þ

The upper approximation of X is composed of objects

that belong to set X possibly, and the lower approximation

of X is composed of objects that belong to set X certainly.

The upper and the lower approximations of X approximate

the concept X from two sides. In other words, the concept

X can be approximately described by two sets. Especially,

if the concept X is uncertain or vague, such approximate

description has important meaning.

3 Attribute reduction in complete decision tables

In what follows, we elaborate on 13 typical kinds of

objective functions for attribute reduction in complete

decision tables. Some main results about attribute reduction

in incomplete decision tables can be found in Kryszkiewicz

(1998), Liang et al. (2006, 2008), Leung and Li (2003), and

Qian et al. (2009).

3.1 Alternative objective functions

for attribute reduction

An attribute reduct is a minimal subset of entire condition

attribute set that are jointly sufficient and individually

necessary for preserving a certain property of a given

decision table (Zhao et al. 2007). Formally, a general def-

inition of an attribute reduct can be described as follows.

Definition 6 Given a decision table DT ¼ ðU;C [ D;

V ; q) and a certain property D of DT under consideration.

The attribute subset A � C is called a reduct of C, if it

satisfies the following conditions:

1. evaluation function e for D is 2C[D ! L, which maps

an attribute set to an element of a poset L;

2. eðAÞ ¼ eðCÞ;
3. 8A0 � A, eðA0Þ 6¼ eðAÞ:

Condition (2) indicates the joint sufficiency of attribute

set A, namely, attribute set A is sufficient to preserve the

property D. Condition (3) means each element in A is

individually necessary as remaining the property. If the

certain property D of DT under consideration is regarding

to the decision attribute set D, A is called a relative reduct

of C, otherwise, it is called a absolute reduct of C.

The property D can be interpreted from diverse profiles

of a decision table. Different objective functions for
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attribute reduction can be constructed according to different

properties. No matter what properties will be considered,

conditions (2) and (3) must be satisfied at the same time.

(I) Absolute reduct. Given a decision table DT ¼
ðU;C [ D;V ; q), A � C is a absolute reduct (Komorowski

et al. 1999) of C, iff A satisfies the following conditions:

1. INDðAÞ ¼ INDðCÞ;
2. for any attribute subset A0 � A, INDðA0Þ 6¼ INDðAÞ:

The collection of equivalence classes U=C will remain

the same according to the definition of absolute reduct.

This definition is often used in information systems which

have no decision attributes. In fact, the jointly sufficient

condition for absolute reduct is most strict. Any condition

class in U=C cannot be changed during the whole process

of attribute reduction.

(II) Relationship preservation reduct. 8A � C, the rel-

ative indiscernibility relation defined by A w.r.t. D, is

described as:

INDðAjDÞ ¼ fðx; yÞ 2 U � Ujð8a 2 A! qðx; aÞ
¼ qðy; aÞÞ _ qðx; dÞ ¼ qðy; dÞg: ð2Þ

Obviously, a relative indiscernibility relation is not an

equivalence relation since the transitive property is not

satisfied.

Given a decision table DT ¼ ðU;C [ D;V; q), A � C is

a relationship preservation reduct (Miao et al. 2009) of C,

iff A satisfies the following conditions:

1. INDðAjDÞ ¼ INDðCjDÞ;
2. for any attribute subset A0 � A, INDðA0jDÞ 6¼

INDðAjDÞ:

Object pairs in INDðAjDÞ will share the same condition

values or the same decision value. If an object pair belongs

to INDðAÞ, then it must belongs to INDðAjDÞ. Contrarily, it

may be not satisfied. Compared with absolute reduct

restrictions, the jointly sufficient condition for relationship

preservation reduct is looser.

(III) Positive region reduct. 8A � C, the positive region

of D w.r.t. A, is defined as:

POSAðDÞ ¼ [
Dj2U=D

AðDjÞ; ð3Þ

where U=D ¼ fD1;D2; . . .;DjU=Djg. Given a decision table

DT ¼ ðU;C [ D;V; q), A � C is a positive region reduct

(Komorowski et al. 1999) of C, iff A satisfies the following

conditions:

1. POSAðDÞ ¼ POSCðDÞ;
2. for any attribute subset A0 � A, POSA0 ðDÞ 6¼ POSAðDÞ:

Positive region reduct is the classical attribute reduct

definition proposed by Pawlak. Positive region is com-

posed of all consistent objects in a decision table. For a

consistent decision table POSCðDÞ ¼ U, it indicates that all

objects in a consistent decision table can be classified

definitely w.r.t. decision attribute set. For an inconsistent

decision table POSCðDÞ � U, in this case, some objects

cannot be classified with certainty w.r.t. decision attributes.

(IV) Classification quality reduct. 8A � C, the quality

of classification of DT w.r.t. A, is defined as:

cAðDÞ ¼
jPOSAðDÞj
jUj : ð4Þ

Given a decision table DT ¼ ðU;C [ D;V; q), A � C is

a classification quality reduct (Komorowski et al. 1999) of

C, iff A satisfies the following conditions:

1. cAðDÞ ¼ cCðDÞ;
2. for any attribute subset A0 � A, cA0 ðDÞ 6¼ cAðDÞ:

cCðDÞ is also called the degree of dependency of attri-

bute set D w.r.t. attribute set C. The quality of classification

c is a quantitative description for the ability of classifica-

tion of decision tables. Virtually, it measures the ratio of

objects that can be classified certainly w.r.t. D in the uni-

verse. Obviously, 0� cCðDÞ� 1. For a consistent decision

table, its quality of classification is equal to 1.

(V) Condition entropy reduct. 8A � C, the condition

information entropy of DT w.r.t. A, is defined as:

HðDjAÞ ¼ �
XjU=Aj

i¼1

PðXiÞ
XjU=Dj

j¼1

PðDjjXiÞ logðPðDjjXiÞÞ; ð5Þ

where Xi 2 U=A ði ¼ 1; 2; . . .; jU=AjÞ, Dj 2 U=D ðj ¼
1; 2; . . .; jU=DjÞ, PðXiÞ ¼ jXij

jUj, PðDjjXiÞ ¼ jDj\Xij
jXij :

Given a decision table DT ¼ ðU;C [ D;V; q), A � C is

a condition entropy reduct (Wang et al. 2002, 2005) of C,

iff A satisfies the following conditions:

1. HðDjAÞ ¼ HðDjCÞ;
2. for any attribute subset A0 � A, HðDjA0Þ 6¼ HðDjAÞ:

The uncertainty of a decision table is predominantly

caused by the conflict objects, viz., inconsistent objects.

The holistic uncertainty of a decision table can be depicted

by condition information entropy HðDjCÞ. Obviously,

0�HðDjCÞ� logðnÞ, where n is the number of objects.

For a consistent decision table, all objects can be certainly

classified with respect to decision attribute set, so jDj \
Cij=jCij ¼ 1 or 0 for all Ci 2 U=C and Dj 2 U=D. Then it

has HðDjCÞ ¼ 0, namely, the holistic uncertainty of a

consistent decision table is equal to zero. For an incon-

sistent decision table, 0\HðDjCÞ� log n. HðDjCÞ will

achieve the maximal value if the whole universe is parti-

tioned into one equivalence class under condition attribute

set C and all objects in universe have totally different

decision values at the same time.
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(VI) Probability distribution reduct. 8x 2 U, the mem-

bership distribution function of object x over all decision

classes w.r.t. A � C, is defined as:

lAðxÞ ¼ ðPðD1j½x�AÞ;PðD2j½x�AÞ; . . .;PðDjU=Djj½x�AÞÞ; ð6Þ

where Dj 2U=D ðj¼ 1;2; . . .; jU=DjÞ, PðDjj½x�AÞ ¼
Dj\½x�Aj j
½x�Aj j :

Given a decision table DT ¼ ðU;C [ D;V; q), A � C is

a probability distribution reduct (Slezak 2000) of C, iff A

satisfies the following conditions:

1. 8x 2 U, it has lAðxÞ ¼ lCðxÞ;
2. for any attribute subset A0 � A, 9x0 2 U, such that

lA0 ðx0Þ 6¼ lAðx0Þ:

Obviously, lAðxÞ can be considered as the probability

distribution on U=D. Probability distribution reduct pre-

serves the degree to which each object belongs to each

decision class.

(VII) Maximal distribution reduct. 8x 2 U, the maximal

distribution decision function of object x w.r.t. A � C, is

defined as:

/AðxÞ ¼ Djj
½x�A \ Dj

½x�A
¼ max
jU=Dj

k¼1

½x�A \ Dk

½x�A

� �� �
: ð7Þ

Given a decision table DT ¼ ðU;C [ D;V; q), A � C is

a maximal distribution reduct (Zhang et al. 2003) of C, iff

A satisfies the following conditions:

1. 8x 2 U, it has /AðxÞ ¼ /CðxÞ;
2. for any attribute subset A0 � A, 9x0 2 U, such that

/A0 ðx0Þ 6¼ /Aðx0Þ:

The value of max
jU=Dj

k¼1

½x�A\Dk

½x�A

n o
can be considered as the

degree of confidence of uncertain rules derived from the

equivalence class ½x�A. A maximal distribution reduct pre-

serves all decision rules with maximal confidence degree

derived from each equivalence class in U=C:

(VIII) Decision value preservation reduct. 8x 2 U, its

generalized decision value w.r.t. A � C, is defined as:

dAðxÞ ¼ fqðy; dÞjy 2 ½x�Ag: ð8Þ

Given a decision table DT ¼ ðU;C [ D;V; qÞ, A � C is

a decision value preservation reduct (Miao et al. 2009) of

C, iff A satisfies the following conditions:

1. 8x 2 U, it has dAðxÞ ¼ dCðxÞ;
2. for any attribute subset A0 � A, 9x0 2 U, such that

dA0 ðx0Þ 6¼ dAðx0Þ:

A decision value preservation reduct is also called an

approximate reduct in Kryszkiewicz (2001). It preserves

the generalized decision value of each object and distin-

guishes each object from objects that have different gen-

eralized decision value.

(IX) Lower approximation distribution reduct. The

concepts of b lower and upper distribution reducts based on

variable precision rough sets were first introduced by Mi

et al. (2004). Similarly, the lower approximation distribu-

tion of U=D ¼ fD1;D2; . . .;DjU=Djg w.r.t. attribute set A �
C in the classical rough set model is denoted as:

wAðDÞ ¼ AðD1Þ;AðD2Þ; . . .;AðDjU=DjÞ
� �

: ð9Þ

Given a decision table DT ¼ ðU;C [ D;V; qÞ, A � C is

a lower approximation distribution reduct of C, iff A

satisfies the following conditions:

1. wAðDÞ ¼ wCðDÞ;
2. for any attribute subset A0 � A, wA0 ðDÞ 6¼ wAðDÞ:

The deterministic rules in a decision table can be

derived from the lower approximation of each decision

class. In other words, a lower approximation distribution

reduct will preserve all deterministic rules for a decision

table.

(X) Upper approximation distribution reduct. The upper

approximation distribution of U=D ¼ fD1;D2; . . .;DjU=Djg
w.r.t. attribute set A � C is denoted as:

�wAðDÞ ¼ �AðD1Þ; �AðD2Þ; . . .; �AðDjU=DjÞ
� �

: ð10Þ

Given a decision table DT ¼ ðU;C [ D;V; qÞ, A � C is

a upper approximation distribution reduct of C, iff A

satisfies the following conditions:

1. �wAðDÞ ¼ �wCðDÞ;
2. for any attribute subset A0 � A, �wA0 ðDÞ 6¼ �wAðDÞ:

The upper approximation of each decision class will

decide associated deterministic rules and some probabilis-

tic rules of a decision table, in this case, the deterministic

and probabilistic rules will both be preserved.

(XI) Sum of lower approximation reduct. The sum of

lower approximation over all decision classes w.r.t. attri-

bute set A � C is denoted as:

xAðDÞ ¼
1

jUj
XjU=Dj

j¼1

AðDjÞ
�� ��: ð11Þ

Given a decision table DT ¼ ðU;C [ D;V; qÞ, A � C is

a sum of lower approximation reduct of C, iff A satisfies

the following conditions:

1. xAðDÞ ¼ xCðDÞ;
2. for any attribute subset A0 � A, xA0 ðDÞ 6¼ xAðDÞ:

Obviously, 0�xAðDÞ� 1. If all objects in the decision

table are inconsistent under attribute set A, then xAðDÞ ¼
0. In this case, no deterministic decision rules will be

derived. For consistent decision tables, xAðDÞ ¼ 1:
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Since AðDiÞ \ AðDjÞ ¼ ; ði 6¼ jÞ, POSAðDÞj j ¼
[Dj2U=DAðDjÞ
�� �� ¼

P
Dj2U=D AðDjÞ

�� ��, so it has xAðDÞ ¼
cAðDÞ:

(XII) Sum of upper approximation reduct. The sum of

upper approximation over all decision classes w.r.t. attri-

bute set A � C is denoted as:

�xAðDÞ ¼
1

jUj
XjU=Dj

i¼1

�AðDjÞ
�� ��: ð12Þ

Given a decision table DT ¼ ðU;C [ D;V; qÞ, A � C is

a sum of upper approximation reduct of C, iff A satisfies

the following conditions:

1. �xAðDÞ ¼ �xCðDÞ;
2. for any attribute subset A0 � A, �xA0 ðDÞ 6¼ �xAðDÞ:

It can be found that 1� �xAðDÞ� U=Dj j. �xAðDÞ will

attain the maximal value when the generalized decision

value of each object includes all decision values. A sum of

upper approximation reduct is also called possible reduct in

Zhang et al. (2003) which is different from the following

definition formally.

(XIII) Possible reduct. Given a decision table DT ¼
ðU;C [ D;V ; qÞ, A � C is a possible reduct (Kryszkiewicz

2001) of C, iff A satisfies the following conditions:

1. 8x 2 U, it has ½x�A � �CðDkÞ, where x 2 Dk, Dk 2
U=D;

2. for any attribute subset A0 � A, 9x0 2 U, such that

½x0�A0 6� �CðD0kÞ, where x0 2 D0k, D0k 2 U=D:

A possible reduct distinguishes each object x 2 U from

other objects that not belong to the upper approximation of

the decision class including x:

Some other alternative objective functions for attribute

reduction in complete decision tables, such as l-decision

reduct, l-reduct (Kryszkiewicz 2001) can found the

equivalent descriptions from introduced 13 types of reduct

definitions. As stressed, non-parameter-based objective

functions for attribute reduction introduced above will not

be compared with parameter-based objective functions,

such as a-reduct, a-relative reduct (Nguyen and Slezak

1999), pan-generalized decision reduct (Li and Zhang

2004), etc. In some special cases, a parameter-based

objective function can be converted to the corresponding

non-parameter-based objective function.

3.2 The relationships among alternative 13 types

of attribute reduction in inconsistent decision tables

Some comparative researches on objective functions for

attribute reduction in complete decision tables have been

done. However, the relationships only among some chosen

objective functions from introduced 13 types of attribute

reduction are presented in the available researches. In what

follows, the comprehensive relationships among intro-

duced 13 types of attribute reduction in inconsistent deci-

sion tables will be revealed.

Before moving into details, the overview of the rela-

tionships among available 13 kinds of attribute reduction in

inconsistent decision tables is given in Fig. 1. The notation

‘‘property1! property2’’ denotes that if property1 is sat-

isfied, then property2 will be satisfied as well.

According to the available research results, the main

findings can be described as follows:
	3 $ 	4 was proved by Qin et al. (2005) and Xu et al. (5);
	4 ? 	5 , 	4 ? 	6 , 	6 $ 	8 were proved by Zhang et al.

(2003);
	6 $ 	9 was proved by Li and Zhang (2004);
	6 ? 	10 was proved by Miao et al. (2009).
	10 $ 	11 and 	11 $ 	13 are obviously satisfied according

to the formulas (3), (4) and (11). So only 	1 ? 	2 , 	2 ? 	3 ,
	7 $ 	8 and 	10 $ 	12 need to be proved.

(1) 	1 ? 	2

Proof According to the definitions of indiscernibility

relation and relative indiscernibility relation, this relation-

ship is satisfied. h

However, 	2 ? 	1 is not satisfied. It can be illustrated by

the following counterexample.

From decision table I (Table 1), C ¼ fa1; a2g and

D ¼ fdg. It can be found that INDðfa2gjDÞ ¼ IND

ðfa1; a2gjDÞ. Since ðx1; x2Þ 2 INDðfa2gÞ and ðx1; x2Þ 62
INDðfa1; a2gÞ, so INDðfa2gÞ 6¼ INDðfa1; a2gÞ:

( ) ( )IND A IND C=

( ) ( )IND A D IND C D=

( ) ( )H D A H D C=

, ( ) ( )A Cx U x xμ μ∀ ∈ =

, ( ) ( )A Cx U x xφ φ∀ ∈ =, ( ) ( )A Cx U x xδ δ∀ ∈ =

( ) ( )A CPOS D POS D=

( ) ( )A CD Dγ γ=

( ) ( )A CD Dψ ψ=

( ) ( )A CD Dψ ψ=

 ( ) ( )A CD Dω ω=

 ( ) ( )A CD Dω ω=

,[ ] ( )

where  
A k

k

x U x C D

x D

∀ ∈ ⊆
∈

Fig. 1 The relationships among 13 types of attribute reduction in

inconsistent decision tables
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(2) 	2 ? 	3

Proof Suppose Ci;Cj 2 U=C ði 6¼ jÞ will be merged

under attribute set A � C. There are three cases:

(a) Ci and Cj are consistent condition classes. It comes

with two cases:

If the decision value of Ci and Cj are the same, it has

INDðAjDÞ ¼ INDðCjDÞ obviously;

If the decision value of Ci and Cj are different, 8x 2
Ci and 8y 2 Cj, it has ðx; yÞ 62 INDðCjDÞ. After

merging Ci and Cj under A, ðx; yÞ 2 INDðAjDÞ. So

in this case, INDðAjDÞ 6¼ INDðCjDÞ:
(b) Ci is consistent condition class and Cj is inconsistent

condition class.

8x 2 Ci, 9y 2 Cj, such that qðx; dÞ 6¼ qðy; dÞ, so

ðx; yÞ 62 INDðCjDÞ. After merging Ci and Cj under

A, 8a 2 A, it has qðx; aÞ ¼ qðy; aÞ, so ðx; yÞ 2
INDðAjDÞ. Consequently, INDðAjDÞ 6¼ INDðCjDÞ:
The case when Ci is inconsistent condition class and

Cj is consistent condition class can be proved in a

similar fashion.

(c) Ci and Cj are inconsistent condition classes.

9x 2 Ci, 9y 2 Cj, such that qðx; dÞ 6¼ qðy; dÞ, so

ðx; yÞ 62 INDðCjDÞ. After merging Ci and Cj under

A, 8a 2 A, it has qðx; aÞ ¼ qðy; aÞ, so ðx; yÞ 2
INDðAjDÞ. Consequently, INDðAjDÞ 6¼ INDðCjDÞ:

h

From the above discussions, only under the case that Ci

and Cj are consistent condition classes with the same

decision value, it will have INDðAjDÞ ¼ INDðCjDÞ. Wang

et al. (2002) and Wang (2003) have illustrated that

HðDjAÞ ¼ HðDjCÞ iff Ci and Cj are consistent condition

classes with the same decision value or Ci and Cj are

inconsistent condition classes but their membership distri-

bution over all decision classes are the same. Thus, it can

be concluded that if INDðAjDÞ ¼ INDðCjDÞ is satisfied,

then HðDjAÞ ¼ HðDjCÞ will be satisfied. h

Conversely, if HðDjAÞ ¼ HðDjCÞ, INDðAjDÞ ¼
INDðCjDÞ is not always satisfied. From decision table II

(Table 2), C ¼ fa1; a2g and D ¼ fdg. It can be checked

that HðDjfa1gÞ ¼ HðDjfa1; a2gÞ. However, ðx2; x3Þ 62 IND

ðfa1; a2gjDÞ, but ðx2; x3Þ 2 INDðfa1gjDÞ. Namely, IND

ðfa1gjDÞ 6¼ INDðfa1; a2gjDÞ.

(3) 	7 $ 	8

Proof 	7 ? 	8

Since 8Dj 2 U=D, it has �ADj ¼ �CDj, so �ADj

�� �� ¼ �CDj

�� ��.
Consequently, 1

jUj
PjU=Dj

j¼1
�ADj

�� �� ¼ 1
jUj
PjU=Dj

j¼1
�CDj

�� ��, namely,

�xAðDÞ ¼ �xCðDÞ:
	7 / 	8

8Dj 2 U=D, it has �ADj 
 �CDj. Since
PjU=Dj

j¼1
�ADj

�� �� ¼
PjU=Dj

j¼1
�CDj

�� ��, so 8Dj 2 U=D, it has �ADj ¼ �CDj, namely,

�wAðDÞ ¼ �wCðDÞ. $$

(4) 	10 $ 	12

Proof 	10 ? 	12
Since [Dj2U=DADj ¼ [Dj2U=DCDj and 8Dj 2 U=D, it

has ADj � CDj, so 8Dj 2 U=D, ADj ¼ CDj. Namely,

wAðDÞ ¼ wCðDÞ:
	10 / 	12 can be directly derived according to formula (3)

and (9). h

All implication and equivalence relationships in Fig. 1

have been proven. Essentially, some objective functions for

attribute reduction are equivalent according to Fig. 1.

Thirteen types of objective functions can be grouped to

only six categories that is {	1 ,	2 ,{	3 ,	4 },	5 ,{	6 ,	7 ,	8 ,	9 },

{	10 ,	11 ,	12 ,	13 }}

During the process of attribute reduction, some condi-

tion classes w.r.t. C will be merged. The mergence will be

diversified under different objective functions.

Under objective function	1 , all the condition classes w.r.t.

C will remain the same during the whole process of attribute

reduction. Each of them cannot be merged with others no

matter whether it is inconsistent or consistent condition class.

Under objective function 	2 , only consistent condition

classes w.r.t. C with the same decision value can be merged

during the process of attribute reduction. However, any

inconsistent condition class under C must remain the same.

Under objective functions {	3 ,	4 }, consistent condition

classes w.r.t. C with the same decision value or inconsis-

tent condition classes w.r.t. C which have the same mem-

bership distribution over all decision classes can be merged

during the process of attribute reduction.

Under objective function 	5 , all condition classes, no

matter whether they are consistent or inconsistent, if they

have the same maximal distribution decision function over

Table 1 Decision table I

U a1 a2 d

x1 1 1 0

x2 2 1 0

x3 0 0 1

Table 2 Decision table II

U a1 a2 d

x1 0 0 0

x2 0 0 1

x3 0 1 0

x4 0 1 1
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all decision classes, then they can be merged during the

process of attribute reduction. It means that a consistent

condition class and an inconsistent condition class may be

merged after removing some attributes.

Under objective functions {	6 ,	7 ,	8 ,	9 }, consistent con-

dition classes w.r.t. C with the same decision value or

inconstant condition classes w.r.t. C which have the same

generalized decision value, no matter what their member-

ship distribution over all decision classes, can be merged

during the process of attribute reduction.

Under objective functions {	10 ,	11 ,	12 ,	13 }, consistent condi-

tion classes w.r.t. C with the same decision value can be merged

and inconsistent condition classes w.r.t. C can be randomly

merged no matter what their membership distribution over all

decision classes and their generalized decision value.

From the top to the bottom in Fig. 1, the restrictions for

attribute reduction become looser. Only under objective

function 	5 , a consistent condition class and an inconsistent

condition class may be across merged after reducing some

attributes. Under any other objective functions, the mer-

gence between a consistent condition class and an incon-

sistent condition class is illegal.

3.3 The relationships among alternative 13 types

of attribute reduction in consistent decision tables

Consistent decision tables can be considered as a special kind

of inconsistent decision tables. The overview of relation-

ships among 13 types of attribute reduction in consistent

decision tables can be adjusted as illustrated in Fig. 2.

Some available results can be described as follows:

	10 $ 	6 and 	6 $ 	2 were proved by Miao et al. (2009);
	10 $ 	3 was proved by Wang (2003) and Wang et al.

(2005).
	4 $ 	5 is instantaneously satisfied.

Thus, Fig. 2 can be directly derived from Fig. 1. From

Fig. 2, there are only two intrinsically different types of

objective functions for attribute reduction in consistent

decision tables {	1 ,{	2 ,	3 ,	4 ,	5 ,	6 ,	7 ,	8 ,	9 ,	10 ,	11 ,	12 ,	13 }}. They

can be briefly considered as absolute reduct and relative

reduct, respectively. The situations of mergence between

condition classes during the process of attribute reduction in

consistent decision tables are simper than in inconsistent

decision tables. For absolute reduct, all the condition classes

w.r.t. C will remain the same during the whole process of

attribute reduction which is as the same as in inconsistent

decision tables. For relative reduct, only the condition clas-

ses w.r.t. C with the same decision value can be merged

during the subsequent process of attribute reduction.

4 Completeness of heuristic algorithms for finding

minimal reducts

In intelligent computing, heuristic algorithms are often

applied to search for optimal or approximate optimal

results for NP-hard problems. The next node that is con-

sidered as the most hopeful for last optimal result will be

chosen to expand. Heuristics play an important role in the

entire procedures since it decides which node will be

chosen to extend. On the one hand, it affects the efficiency

of problem solving. On the other hand, it impacts the

quality of result, namely, the search result should be close

to the optimum as much as possible.

Generally, reducts embedded in a decision table are not

unique. Many heuristic attribute reduction algorithms have

been put forward in order to get an optimal one, namely a

minimal reduct. No matter which attribute reduction

objective functions will be applied, a general heuristic

algorithm for attribute reduction with addition strategy

(Zhao et al. 2007) can be outlined as follows:

( ) ( )IND A IND C=

( ) ( )IND A D IND C D=

( ) ( )H D A H D C=

, ( ) ( )A Cx U x xμ μ∀ ∈ =

, ( ) ( )A Cx U x xφ φ∀ ∈ =, ( ) ( )A Cx U x xδ δ∀ ∈ =

( ) ( )A CPOS D POS D=

( ) ( )A CD Dγ γ=

( ) ( )A CD Dψ ψ=

( ) ( )A CD Dψ ψ=

 ( ) ( )A CD Dω ω=

 ( ) ( )A CD Dω ω=

,[ ] ( )

where  
A k

k

x U x C D

x D

∀ ∈ ⊆
∈

Fig. 2 The relationships among 13 types of attribute reduction in

consistent decision tables
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Step 3 plays an important role in the algorithm because

it decides which attribute will be extended, namely, it

decides upon the search path. If the extended attribute is

not suitable, the search path will deviate from the optimal

one.

The quantification of attribute significance in Step 3 is

realized according to the property D. In order to illustrate

the completeness of heuristic algorithms for minimal

attribute reduction, the classical reduct definition that pre-

serves the positive region in a consistent decision table will

be discussed here. Other reduct definitions in consistent or

inconsistent decision table can be illustrated in a similar

way.

Given a decision table DT ¼ ðU;C [ D;V ; qÞ as shown

in Table 3, where D ¼ fdg is the decision attribute, C ¼
fa1; a2; . . .; a13g is the set of condition attributes.

8B � C, the significance of attribute a 2 ðC � BÞ w.r.t.

B, is defined as:

SIGða;B;DÞ ¼ cðB [ fag;DÞ � cðB;DÞ: ð13Þ

If B ¼ ;, then cðB;DÞ ¼ 0. It can be checked that the

core set Core ¼ fa11g. After running algorithm 1 for

attribute reduction, the result comes in the form

fa11; a1; a3; a2; a4g. However, the minimal reduct of

Table 3 is fa11; a2; a3; a4g and this demonstrates the

heuristic algorithm fails to obtain a minimal reduct.

After a careful analysis of the general heuristic reduction

model, the attribute with the maximal significance is

selected to extend preferentially based on core set (in

Table 3, the attribute a1 will be chosen to extend prefer-

entially after core attribute fa11g being computed). Thus,

the search path may deviate from the optimal one. At the

preliminary stage of search process, choosing the attribute

with maximal significance to extend can reduce the search

space fast and local optimum can be guaranteed. However,

the global optimization cannot be assured, namely, the

search path will not always be optimal.

Essentially, heuristic algorithms are a special group of

greedy algorithms. In order to find global optimization, the

local optimum must be gradually modified. In the process of

searching a minimal reduct, after the search path beginning

from the attribute with maximal significance being con-

sidered, the search paths beginning from the attribute with

the second largest significance, the third largest signifi-

cance, etc., should also be considered one by one.

5 Minimal attribute reduction based

on discernibility function

Skowron and Rauszer (1991) have proved that the reducts

of a decision table are in one-to-one correspondence with

the prime implicants of corresponding discernibility func-

tion. For consistent decision tables, Skowron has con-

structed discernibility matrices for both absolute reduct and

relative reduct, respectively. For inconsistent decision

tables, the discernibility matrices for objective functions 	1
and 	10 were proposed by Skowron; Zhang et al. (2003)

investigated the discernibility matrices for objective func-

tions 	4 , 	5 and 	6 ; Miao et al. (2009) studied the discern-

ibility matrix for objective function 	2 . So under each

objective function for attribute reduction, two types in

consistent decision tables and six types in inconsistent

decision tables, the associated discernibility matrix can be

constructed. According to them, a general definition of

discernibility matrix was provided by Miao et al. (2009).

Definition 7 Given a decision table DT ¼ ðU;C [ D;

V ; qÞ and a certain property D of DT . The discernibility

matrix MD ¼ MDðx; yÞð Þ w.r.t. D is a jUj � jUj matrix, in

which the element MDðx; yÞ for an object pair ðx; yÞ satisfies:

MDðx;yÞ

¼
fa2Cjqðx;aÞ 6¼qðy;aÞg ðx;yÞare distinguishablew.r.t.D

; otherwise

�

ð14Þ

MD is a symmetric matrix. We can only use its lower or

upper triangle values to describe it. After establishing the

discernibility matrix, the corresponding discernibility

function can be directly obtained by disjunction and

conjunction operations.

Definition 8 Given a decision table DT ¼ ðU;C [
D;V; qÞ and a certain property D of DT , MD is the dis-

cernibility matrix w.r.t. D, the corresponding discernibility

function of DT is a Boolean function defined as follows:

DFðDTÞ ¼ ^f_cij : 1� i\j� n; cij 6¼ ;g; ð15Þ

where cij is an element in MD. _cij ¼ _aða 2 cijÞ is the

disjunction of all attribute variables a 2 cij. Absorption law

Table 3 Decision table III

U a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 d

x1 0 0 0 0 0 0 0 0 0 0 0 0 0 Y

x2 1 0 1 0 0 0 0 0 0 0 0 0 0 N

x3 1 1 0 1 0 0 0 0 0 0 0 0 0 N

x4 1 0 0 1 0 0 0 1 0 0 0 0 0 N

x5 1 1 0 0 0 0 0 0 1 0 0 0 0 N

x6 0 0 1 0 0 0 1 0 0 0 0 1 0 N

x7 0 0 1 0 0 1 0 0 0 0 0 0 1 N

x8 0 1 0 0 1 0 0 0 0 0 0 0 0 N

x9 0 0 0 1 0 0 0 0 0 1 0 0 0 N

x10 0 0 0 0 0 0 0 0 0 0 1 0 0 N
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is often applied to simplify the discernibility function. If

ða _ bÞ ^ ða _ b _ cÞ is included in discernibility function

DF, then the clause a _ b _ c will be removed. The sim-

plified discernibility function is also a conjunctive normal

form. The problem of finding minimal reducts is polyno-

mially equivalent to the problem of searching prime

implicants with the shortest length in discernibility function.

A prime implicant of a Boolean function is an implicant that

cannot be covered by a more general implicant.

Some attribute reduction algorithms were proposed

based on discernibility matrices. Chang et al. (1999) pre-

sented an attribute reduction approach based on a dis-

cernibility matrix and logic computation to get the best

attribute reducts that satisfy user’s demand. However, how

to transform a conjunction norm form to a disjunction norm

form is not introduced. Nguyen and Nguyen (1996) pro-

posed some efficient approximate algorithms for minimal

reduct problem which include Johnson’s strategy and ran-

dom strategy. Since these approximate algorithms often

generate a superreduct, some irrelevant attributes in the

obtained result must be eliminated. Wang and Miao (1998)

also pointed out that the approximate algorithms (heuristic

algorithms) are incomplete for minimal attribute reduction

problem. As being discussed before, more information on

attributes in the discernibility function should be consid-

ered in order to obtain a proper minimal reduct completely

and effectively.

In the sequel, the simplified discernibility function will

be used to discuss. Suppose a simplified discernibility

function DF ¼ f1 ^ f2 ^ � � � ^ fs, we consider DF ¼
ff1; f2; . . .; fsg instead and if fi ¼ a1 _ a2 _ � � � _ aki

, we

consider fi ¼ fa1; a2; . . .; aki
g instead when no confusion

can arise. The set of all variables in DF is denoted as XDF:

Theorem 1 Given a decision table DT ¼ ðU;C [
D;V; qÞ and a certain property D of DT , its associated

discernibility function DF ¼ f1 ^ f2 ^ � � � ^ fs. A � C is a

reduct of DT w.r.t. D, then 8fi 2 DF ði ¼ 1; 2; . . .; sÞ,
A \ fi 6¼ ;:

Theorem 1 follows from Skowron’s notions directly.

That is to say, a reduct of a decision table must have some

common items with each clause of discernibility function.

Theorem 2 Given a decision table DT ¼ ðU;C [
D;V; qÞ and a certain property D of DT , its associated

discernibility function DF ¼ f1 ^ f2 ^ � � � ^ fs. 8a 2 XDF ,

the set of the shortest implicants that include attribute a is

denoted as IðaÞ, the set of minimal reducts of DT is

denoted as MRðDTÞ, then MRðDTÞ satisfies:

MRðDTÞ ¼ [ fIðaÞja 2 XDF; for 8b 2 XDF � fag;
8n 2 IðaÞ; 8n0 2 IðbÞ; such that nj j � n0j jg: ð16Þ

Since prime implicants are special cases of implicants,

the implicants with the shortest length are also the prime

implicants with the shortest length in a Boolean function.

Apparently, Theorem 2 is satisfied. The right side of (16)

indicates that the length of each element in IðaÞ is the

shortest compared with other variables in DF. Thus the

problem of searching for shortest prime implicants can be

transformed to searching for shortest implicants. There is

no need to restrict search space only to prime implicants.

Why we concentrate on the implicants, not the prime

implicants? The reason is that the elements in IðaÞ are not

always prime implicants. For example, a discernibility

function is given as follows:

DF ¼ ða1 _ a3Þ ^ ða1 _ a2 _ a4Þ ^ ða1 _ a2 _ a8Þ
^ ða3 _ a7Þ ^ ða3 _ a6Þ ^ ða2 _ a5Þ;

where a1 ^ a2 ^ a3 2 Iða1Þ, but it is not a prime implicant

of DF (due to the prime implicant a2 ^ a3), so it is not a

reduct under consideration. According to Theorem 2, it is

no need to cost much to check whether the elements in IðaÞ
are prime implicants or not.

A complex problem is often solved through some simple

sub-problems and the mechanism ‘‘divide and conquer’’

can be applied. According to distributive law and asso-

ciative law in logic reasoning, a Boolean function can be

divided as follows.

Theorem 3 (expansion law) (Starzyk et al. 2000) Given

a decision table DT ¼ ðU;C [ D;V ; qÞ and a certain

property D of DT , its associated discernibility function

DF ¼ f1 ^ f2 ^ � � � ^ fs, 8a 2 XDF , DF can be decomposed

w.r.t. a as follows:

DF ¼ DF1 _ DF2; ð17Þ

where

DF1 ¼ ^ff jf 2 DF ^ a 62 fg ^ a; ð18Þ

DF2 ¼^ff jf 2DF ^ a 62 fg^fðf �fagÞjf 2DF ^ a2 f g:
ð19Þ

According to the expansion law, the implicants of

discernibility function DF can be divided into two groups

in light of each variable a2XDF . One includes variable a,

can be derived from DF1. The others do not include

variable a, can be derived from DF2. The shortest

implicants including variable a can only be derived from

DF1, namely, it just need to find the shortest implicants of

^ff jf 2DF ^ a 62 fg in DF1. Thus, Theorems 2 and 3 can

be applied repeatedly.

This iterative process is called as decomposition prin-

ciples of the discernibility function and the variable a is
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called a decomposition variable. If all variables in XDF are

considered, the shortest implicants will be obtained.

Theorem 4 Suppose two conjunctive normal forms F ¼
f1 ^ f2 ^ � � � ^ fs and F0 ¼ F ^ f , f is a new clause that is

composed of the disjunction of some variables. n and n0 are

the shortest prime implicant of F and F0, respectively, then

jnj � jn0j:

Proof The variables in the new clause f only have three

cases as follows:

1. 8a 2 f , a 62 XF , then n0 ¼ n ^ a, jn0j ¼ jnj þ 1 [ jnj;
2. if 9a 2 f and a 2 n, then n \ f 6¼ ;, it has n0 ¼ n,

jn0j ¼ jnj;
3. if 8a 2 fbjb 2 f ^ b 2 XFg 6¼ ; and a 62 n, the shortest

implicants that include attribute a in F are denoted

as IFðaÞ, then 8na 2 IFðaÞ, it has jnaj � jnj. If jnaj ¼
jnj, then the case is as the same as (2); if jnaj ¼ jnj þ 1,

then we can have n0 ¼ na, jn0j[ jnj; if jnaj[ jnj þ 1,

then we can have n0 ¼ n ^ a, jn0j ¼ jnj þ 1, jn0j[ jnj:

From the above discussions, it can be concluded that

jn0j � jnj:

Theorem 4 indicates that the length of the shortest prime

implicants of conjunctive normal form will increase

monotonically as the number of clauses increased. In other

words, it implies that the length of the minimal reducts will

increase monotonically as the number of the clauses of

discernibility function increased.

Theorem 5 Given a decision table DT ¼ ðU;C [
D;V; qÞ and a certain property D of DT , its associated

discernibility function is DF ¼ f1 ^ f2 ^ . . . ^ fs. 8a 2 XDF ,

if PDFðaÞ ¼ 1, then:

1. if 9f 2 DF, such that a 2 f and jf j ¼ 1, then

IðaÞ ¼ MRðDTÞ;
2. if 9f 2 DF, such that a 2 f and jf j[ 1. If

8b 2 ðf � fagÞ, PDFðbÞ ¼ 1, then 8na 2 IðaÞ, 8nb 2
IðbÞ and 8n 2 MRðDTÞ, naj j ¼ nbj j ¼ nj j;

3. if 9f 2 DF, such that a 2 f and jf j[ 1. If 9b 2 ðf �
fagÞ and PDFðbÞ[ 1, then 8na 2 IðaÞ and 8nb 2 IðbÞ,
naj j � nbj j. where IðaÞ denotes the set of the shortest

implicants that include attribute a, PDFðaÞ denotes the

occurrence frequency of a in discernibility function DF:

Proof Suppose that the notation SPIðFÞ denotes the set of

the shortest prime implicants of Boolean function F.

1. jf j ¼ 1 means that the clause f only includes single

attribute a, so a is included in core set. According to

theorem 3, a will be included in all prime implicants of

discernibility function DF, so IðaÞ ¼ SPIðDFÞ ¼
MRðDTÞ:

2. Since 8e 2 f , PDFðeÞ ¼ 1, so 8f 0 2 ðDF � f Þ,
f \ f 0 ¼ ;. Then 8ne 2 IðeÞ, it has jnej ¼ 1þ n0j j,
where n0 2 SPIðDF � f Þ. Further, 8n 2 MRðDTÞ,
n \ f ¼ 1, so n ¼ n0 [ feg, thus 8na 2 IðaÞ and

8nb 2 IðbÞ, it has naj j ¼ nbj j ¼ nj j:
3. Suppose PDFðbÞ ¼ 2 (the other situations PDFðbÞ[ 2

can be illustrated similarly), so 9f 0 2 ðDF � f Þ such

that b 2 f 0 and a 62 f 0. 8na 2 IðaÞ, 8nb 2 IðbÞ, 8n0 2
SPIðDF � f Þ and 8n00 2 SPIðDF � f � f 0Þ, it has

jnaj ¼ 1þ n0j j, nbj j ¼ 1þ n00j j, according to theorem

4, we have n00j j � n0j j, thus naj j � nbj j:
h

Theorem 5 shows that the search paths beginning from

the attributes which occurrence frequencies in the dis-

cernibility function are equal to one need not to be con-

sidered in the global search process. Because these

attributes either must be included in a minimal reduct (as

(1), (2) in Theorem 5), or may be not included in any

minimal reducts (as (3) in Theorem 5). So superfluous

search works can be avoided and the efficiency of global

search can be improved.

In order to find a minimal reduct of a decision table, an

iterative algorithm can be constructed by utilizing Theorems

2 and 3 repeatedly. Based on Theorems 2, 3, 4 and 5, some

search strategies can be added to the process of minimal

attribute reduction based on depth-first search method.

Depth search strategy one. Which attribute will be

chosen as a decomposition variable is very important in the

search process. The attributes will be chosen according to

their significance from high to low. Because choosing an

attribute with higher significance will reduce search space

fast. In a depth search path, if attribute a has been chosen as

a decomposition variable for Boolean function DFk in the

kth step, then we can only deal with DFkþ1 ¼ DFk � ff ja 2
f ; f 2 DFkg in the ðk þ 1Þth step according to Theorem 3.

Depth search strategy two. If the extended order of

variables established at the first time will not be changed in

the sequel decomposition procedures, then the order is

called as static variable order. On the contrary, if attribute

significance will be changed dynamically based on differ-

ent Boolean function in the sequel decomposition and the

related extended order is also adjusted simultaneously, then

the order is called as dynamic variable order. During the

implementation of the algorithm, the later will be applied.

Depth search strategy three. If the length of current

attribute sequence in a depth search path is equal to the

length of candidate minimal reduct, then the current depth

search is terminated, and the path turns back to the upper

layer for width searching right along.

Width search strategy. Suppose XDF ¼ fa1; a2; . . .; atg
and the variable order is a1 [ a2 [ � � � [ at for the first
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decomposition. According to depth search strategy one, ak

is preferential to akþ1. After search path beginning from ak

terminated, a shortest implicant that includes ak has been

found. For search path beginning from akþ1, it just need to

deal with Boolean function ^ff jf 2 DF ^ ak 62 fg ^ fðf �
fakgÞjf 2 DF ^ ak 2 fg using Theorems 2 and 3 itera-

tively. If there is a clause which becomes to empty after

removing some variables during decomposition proce-

dures, then the algorithm turns back to the upper layer.

The complete algorithm for minimal attribute reduction

based on discernibility function (CAMARDF) can be

described as follows:

where DFnfAttribute½i� 1�g denotes 8fj 2 DF, if

Attribute½i� 1� 2 fj, then fj ¼ fj � fAttribute½i� 1�g:
Reduct and MinReduct are global variables in Algo-

rithm 2. The attribute sequence in current depth search

path is saved in Reduct, the current candidate minimal

reduct is saved in MinReduct and the last MinReduct is the

optimal result that will be obtained. The operation Com-

puteSIG in line 1 computes the significance for each var-

iable in discernibility function DF. The significance of

attributes in CAMARDF is measured by their occurrence

frequencies in Boolean functions during decomposition

procedures. The operation SortSIG in line 2 sorts variables

from high to low based on their significance, and the var-

iable order is saved in array Attribute. These two steps are

corresponding to the depth search strategy two.

The completeness of the algorithm CAMARDF for

minimal attribute reduction can be guaranteed by Theorem

2. In the implementation, line 5 to line 9, line 10 to line 16,

line 18 to line 24 are corresponding to the depth search

strategy three, the width search strategy, the depth search

strategy one, respectively, and the terminal constrains of

do-while instruction reflect Theorem 5.

The entire process for minimal attribute reduction based

on discernibility function can be schematically represented

in Fig. 3.

CAMARDF

Fig. 3 The entire process for minimal attribute reduction
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For Table 3, its relevant discernibility function under

positive region reduct definition can be obtained as

follows:

DF ¼ða1 _ a3Þ ^ ða1 _ a2 _ a4Þ ^ ða1 _ a4 _ a8Þ
^ ða1 _ a2 _ a9Þ ^ ða3 _ a7 _ a12Þ ^ ða3 _ a6 _ a13Þ
^ ða2 _ a5Þ ^ ða4 _ a10Þ ^ a11:

After Johnson’s strategy or its improved version Semi-

Minimal reduct algorithm (Nguyen and Nguyen 1996) is

applied, the attribute reduct is formed as fa1; a3; a2; a4; a11g
which is not a proper minimal reduct. It also demonstrates

that the approximate algorithms are incomplete for minimal

attribute reduct problem.

According to the occurrence frequency of each variable

in DF, the extended order of variables for the first

decomposition in the algorithm CAMARDF is given as:

a1 [ a2 [ a3 [ a4 [ a5 [ a6 [ a7 [ a8 [ a9

[ a10 [ a11 [ a12 [ a13:

The candidate minimal reduct can be gradually

computed as follows:

fa1; a3; a2; a4; a11g 2 Iða1Þ, such that Reduct:length ¼
5\MinReduct:length ¼ jCj,
MinReduct ¼ fa1; a3; a2; a4; a11g;
fa2; a3; a4; a11g 2 Iða2Þ, such that jfa2; a3; a4; a11gj\

MinReduct:length ¼ 5, MinReduct ¼ fa2; a3; a4; a11g:
Since Reduct:length ¼ MinReduct:length when the

search paths begin from a3 and a4, the candidate minimal

reduct MinReduct will not be changed according to depth

search strategy three.

For any other variables, their occurrence frequencies in

Boolean function DF are all equal to one, the search paths

beginning from them cannot be considered. So the final

obtained minimal reduct is fa2; a3; a4; a11g which is not

found by Algorithm 1. During the implementation, the core

attribute set can be firstly computed in each decomposition

process, however the total consumed time is almost as the

same as in Algorithm 2.

6 Experimental results

The algorithm CAMARDF was run on a personal computer

with Intel Pentium Dual-Core E2140 1.6 GHz processor

and 1 Gb memory. The operating system is Windows XP

and the programs are implemented using VC 6.0.

Twelve consistent UCI data sets are chosen to test the

proposed algorithm. The objective function for attribute

reduction that preserves the positive region is only con-

sidered. In order to illustrate the reduct that is found by the

proposed algorithm is the minimal one, the set of all

reducts of each data set are computed by using attribute

reduction algorithm based on algebraic equations (Miao

et al. 2010). The discernibility function and the reducts of

each data set are shown in Table 4.

In Table 4, Num, Max, Min and Avg denote the number

of clauses, the maximal length of clauses, the minimal

length of clauses and the average length of clauses,

respectively. Core denotes the number of core attributes for

data sets. MR means the minimal reducts of data sets.

MaxL and MinL denote the maximal length and the min-

imal length of reducts, respectively.

Only the first 10,000 objects of the whole connect data

set and only the first 200 objects of the original DNA data

set (StatLog version) are chosen. We just want to test the

Table 4 The discernibility functions and reducts for UCI data sets

Data sets No. of objects No. of attributes Clauses Reducts

Num Max Min Avg Core No. of reducts No. of MR MaxL MinL

zoo 101 17 14 6 1 3 2 33 7 7 5

breast 699 10 19 5 1 3 1 20 8 5 4

mushroom 8,124 23 30 12 2 6 0 292 13 8 4

chess 3,196 37 29 2 1 1 27 4 4 29 29

tic-tac-toe 958 10 36 2 2 2 0 9 9 8 8

soy 47 36 99 14 6 9 0 756 4 8 2

audiology 200 70 202 10 1 5 3 113,329 4 31 12

connect 10,000 43 440 2 2 2 0 32 9 36 25

led24-1 200 25 2,458 12 3 8 0 66,800 95 15 11

led24-2 2,000 25 371 6 1 3 3 495 29 20 18

led24-3 10,000 25 23 1 1 1 23 1 1 23 23

DNA 200 61 11,760 53 30 44 0 – – – 5
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algorithm for minimal attribute reduction, so it is not

necessary to choose all objects since it has to spend more

time to get all reducts of these two original data sets. Even

so, there were still too many reducts for the chosen DNA

data set and the memory was not sufficient.

The result, which is obtained by CAMARDF for each

data set, is a real minimal reduct according to the set of all

reducts of each data set. For DNA data set, it cannot get all

reducts, but a minimal reduct can be obtained by the pro-

posed algorithm. From the data presented in Table 4, the

number of minimal reducts is significantly smaller com-

pared with the total number of reducts. Furthermore, the

length of a minimal reduct is much shorter compared with

the number of entire condition attributes. It indicates only

several attributes can be used to describe original data sets

without losing the property under consideration. Then, the

data set can be compressed as much as possible under its

minimal reducts, and the rule set will be more concise,

general and understandable. The time for searching a

minimal reduct of a given data set by the proposed algo-

rithm is presented in Table 5.

The number of clauses of connect data set is more than

audiology data set, but the average length of clauses in

connect data set is shorter than in audiology data set. The

result is that the consumed time of CAMARDF for connect

data set is smaller than audiology data set. It implies that

the consumed time of CAMARDF is not only related to the

number of clauses in DF but also closely related to the

average length of clauses.

The clause numbers of discernibility functions in UCI

data sets are small (only except DNA data set in Table 5).

In order to test the efficiency of CAMARDF further, some

synthetic data sets are exploited which discernibility

functions include more clauses. Attribute values are

generated randomly between 0 and 9. The number of

attributes and objects varies from 50 to 95 in step of 5,

respectively. Ten synthetic data sets can be produced. The

last attribute column in each data set is chosen as a

decision attribute. The results of synthetic data sets are

provided in Table 6.

There are no perceptible relations between objects in

a given synthetic data set due to the attribute values are

generated randomly. The clause numbers of discern-

ibility functions will increase when increasing the

number of objects or the number of attributes. In

Table 6, it can be found that the average length of

clauses in each data set approaches to the number of

entire attributes of this data set, namely, each clause

of the discernibility function includes the most attribute

variables. During the implementation of CAMARDF,

when a decomposition variable is considered, the search

space is reduced fast and current depth search path will

be terminated quickly since the clauses that include this

variable should be eliminated. During the experiments, it

cannot obtain the set of all reducts when the size of the

given synthetic data set is more than DT3 in Table 6.

However, a minimal reduct can be rapidly attained with

the proposed method.

As shown in Tables 5 and 6, the main time for searching

a minimal reduct is spent on establishing simplified dis-

cernibility function DF. The minimal reduct problem can

be quickly solved by the proposed notion after associated

DF being computed well. However, the time for estab-

lishing the simplified discernibility function is related to

the number of objects and the number of attributes, namely,

the structural complexity of data sets.

Table 5 The consumed time of searching a minimal reduct for UCI data sets

Data sets No. of objects No. of attributes No. of clauses Time

DF CAMARDF Total

zoo 101 17 14 0.015 0 0.015

breast 699 10 19 0.256 0 0.256

mushroom 8,124 23 30 130.062 0 130.062

chess 3,196 37 29 7.593 0 7.593

tic-tac-toe 958 10 36 0.531 0 0.531

soy 47 36 99 0.015 0 0.015

audiology 200 70 202 0.468 2.094 2.562

connect 10,000 43 440 343.984 0.047 344.031

led24-1 200 25 2,458 6.281 4.922 11.203

led24-2 2,000 25 371 82.468 0.157 82.625

led24-3 10,000 25 23 187.421 0 187.421

DNA 200 61 11,760 70.890 25.594 96.484

The measurement of time is s and zero denotes that time is less than 0.001 s.
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7 Conclusion

A reduct is a special attribute subset that can preserve a

certain property under consideration. According to the

diversified properties of a decision table, some objective

functions for attribute reduction have been put forward.

Essentially, only six and two different types of alternative

objective functions for attribute reduction are in inconsistent

and consistent decision tables, respectively. The revealed

relationship among 13 typical kinds of objective functions

for attribute reduction will be beneficial for designing new

reduct definitions and developing more efficient algorithms.

Though available heuristic algorithms for attribute

reduction have high efficiency, it is found that their results

are not optimal and even not the real reducts. According to

the characteristics of discernibility functions, a complete

algorithm for searching a proper minimal reduct is pro-

posed. Since it is built based on reasoning mechanisms, the

proposed algorithm is general for all complete decision

tables just after the corresponding discernibility function is

constructed well, no matter which objective functions for

attribute reduction will be applied. The rule sets derived

under different attribute reduction objective functions are

diversified. How to quantitatively measure and compare

them could be a subject of further studies.
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