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An Algorithm of Web Text Clustering Analysis Based on Fuzzy Set
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Abstract: There are a large quantity of non-certain and
non-structure contents in the web text at the present
time. It is difficult to cluster the text by some normal
classification methods. An algorithm of web text
clustering analysis based on fuzzy set is proposed in this
paper, and the algorithm has been described in detail
by example. The technique can improve the algorithm
complexity of time and space, increase the robustness of
the algorithm. To check the accuracy and efficiency of
the algorithm, the comparative analysis of the sample
and test data is provided in the end.

Keywords: web text; clustering analysis; fuzzy set;
membership funciion

L Introduction

Most web information had been stored as text, so
the text mining has a higher commercial value and
business potential than data mining in web. When the
mining data is almost composed of text, this mining
process is called text mining. The main function of
text mining is to withdraw an unknown knowledge
from the original text. Text mining is also a very
difficult work, because those texts to handle are fuzzy
and non-structure[1-8].

The text clustering analysis should divide the text
files into some clusters. The likeness degree of text in
one cluster is to be requested similar as possible, on
the contrary, the likeness degree of text in different
clusters is to be requested distinct as possible. It can
discover the whole distribute characteristics of the
text set. Unlike the normal classification, clustering
doesn't define a classification topic in advance. We
can make use of text clustering to divide the web texts
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into some clusters. The users can pay more attention
to those related clusters, that should decrease the
result quantity to be browsed greatly{7-12). In
considering the fuzzy contents and structures of the
web text, it is put forward a text clustering analysis
technique based on fuzzy set in this paper[13-14].

Il. Pretreatment of Original Text

The attribute dictionary of the text can be
provided according to the search keywords or the
professional phrase of the related field[15]. The
frequency of these keywords and phrases is the basis
of text clustering analysis. When the frequency of a
certain keyword or phrase is high, the attribute value
that belongs to the text is high also, so make use of
the attribute dictionary we can depict the
characteristic of the text. During the period of the
text clustering, keywords can be divided into
different grade. We can establish different power
parameter for the different grade keyword, and the
attribute data should be changed into the decimal
value smaller or equal to 1 for the next step of fuzzy
clustering[16-18].

Definition 1. Given a fuzzy set A in domain U, A
can be described by membership function

Hyrly: U=01], ifu&U, existsu — [, (u),

iy () E[0,1], iy (1) is the attribute degree of u to

sel A,

Suppose U is text domain, Ui iz the No. i text
clement in U, i€1,2,3-:n, K;is the No. j keyword
attribute in U, j€1,2,3--'m, S; is the attribute value
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of the No. i element and the No. j attribute in Ufthe
frequency of the keyword), P(K;) is the No.j keyword
grade power value, The membership function of the

keywords is: £, (S;=F(Sg)/ (8yj+ Byt Syt...... +8q}
*P(K)
M. Clustering Analysis Algarithm of Text

The fuzzy clustering algorithm can be designed to
the web text after pretreatment. The algorithm is
described as following:

Set up the fuzzy similar matrix R of text element
on domain U. The dimension of matrix R is [U]. The

count of attribute is m. The element rij in matrix R
can be calculated by Euclidean length formulae:

1 i= j
ryg =
’;ll-E frik = sjk)t i# j
k=l

The graph G (V, E) can be derived from matrix
R. The maximum spanning tree T (V, TE) canbe
derived by Prim algorithm.

According to the actual question, set a proper LE
[0,1], T (e) is the power value of edge e, if T (e}
<A, then delete the edge e, the connected component
is the classification based on A.

The analysis of singular class. The clustering
class can be sifted after clustering analysis. If the
elements number is lower than a given limit value,
the class can be regarded as a singular class. Some
singular class may lurk special clustering property.

IV.  dn Example Analysis

‘We can analyze the text clustering process of test
data by example. According to the keyword
frequency of the two-dimension table, the attribution
degree of the keywords can be calculated by
membership function. The next clustering is carried
out based on the attribution degree. Give an original
data table such as table 1 , U is text unit, KW is the
keyword frequency.
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TABLE L ORIGINAL TEXT DATA
U KW,  KW; KW, KW, KW,
W W 1 10 ] n
o m " a0 b1 ]
iy 3 i 13 g 1]
0y " 1] 5 £ 1] 1"
uy L 1 (4] 3] n
w48 » i 1 M
WA i 4 " B
w W 1] % 0 n
W a2 H 4 n ]
[ " (1] 38 n 1]
o 4 T n 1 -
oy 1] M 41 15 1w
W A2 15 4 n H
w4 1” E M 2
[P - » i 1 16

A, Pretreatment of Original Text

The pretreatment table can be derived by
membership function, such as table II.The attribute
value has been changed to the value smaller or equal
to 1 ,and the value reflects the dependency to the
keywords attribute.

TABLE IL TEXT DATA AFTER PRETREATMENT
U KW, KW, KW, KW, KW,
W G5 G 00 00 a3m
Uy [EAk] (1 NEG] [ LG [Nk
u, 0467 03T 0600 ONT  Gsm
W, 041 BT 0600 DT a3
iy AT 0367 0067 DT a3
W 04T 0DET 0400 DMET Gl
[T [E17) 0287 0400 naaT [-F ]
W OGS 030 Q0 00 8T
™ (K33 k.20 4 08T [ 7
U s (1] DD OAsT (LR ]
Wy B5H 0M0 QM0 Q4T BiM
ug BT QM0 QI3 Q3T anT
uy BAST  OM3} 0600 03T a0
s i .100 LS00 a4aT (LR e ]
wy G467 00 0600 G300 0267
B.  Clustering of Web Text

The element value in fuzzy similar matrix R can
be calculated by Euclidean length formulae, the R
such as table II.

The graph G (V,E) can be derived from matrix R.
The maximum spanning tree T (V,TE ) can be derived
by Prim algorithm. In the tree, |vj=15,/TE|=10,such as
figure 1.

According to the actual question, set a proper LE
[0,1]. If T (e) <k, then delete the edge e. Set
4=0.250, the connected component and the clustering
results are obtained from figure 2.
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Figure 2. CONNECTED COMPONENT

Cl={u3, u5, u6, u7, ud, u9, ul0, ull, uld,
ul5}, C2={ul}, C3={u2}, C4={u4}, C5={ull},
Ce={ul2}

Set singular limit value z0=0.10, the element
count proportion of class that lower 0.10 can be

considered as singular class.Because
P(C1)=10/15=0.667, P(C2)=1/15=0.067
P(C3)=115=0.067 . P(C4)=1/15=0.067 ,

P(C5)=1/15=0.067, P(C6)=1/15=0.067. so Cl is the
interested class,

V.  Comparative Analysis

The test data includes 5 types of total 1000
articles, selected from http://www.cnkinet. The 5
types are basic science, engineering science,
agricultural science, medical and sanitary science and
information science. In the test, 550 articles are taken
as training sample, and 450 articles are taken as test
sample. These articles have been handled by
participle processing and characteristic selection,
then 560 characteristic phrases can be withdrawn.

'We adopt Kohonen network of non-supervision to
cluster the test sample. Because the dimension
number is huge, so the network training is too slowly,
and clustering accuracy is not high. Test result as
table IV,

We adopt pattern clustering and Kohonen network
with supervision to cluster the test sample. Because
the dimension number is decreased to 210, so the
network training time is less than above-mentioned
method, and clustering accuracy has improved a lot.
Test result as table V.

We adopt text clustering analysis based on fuzzy
set to cluster the test sample. The training time is
more less than above-mentioned methods, and
clustering accuracy has improved significantly. Test
result as table V1L



TABLEIV.  TEXT CLUATERING RESULT BASED ON KOHONEN NETWORK

Basic Engineering
science science
Wrong articles 30 37
Correct anticles 65 57
Articles after 97 93
clustering
Comection ratio 67% 61.3%

Agriculiural Medical and sanitary Information
science science science
37 35 3
51 51 56
89 87 B4
573% 58.6% 66.7%

TABLE V. THE CLUSTERING RESULT BASED ON PATTERN CLUSTERING AND KOHONEN NETWORK
science science science science science
Wrong articles 23 30 37 33 31
Correct articles 65 57 &0 55 54
Articles after 95 o0 94 86 &5
clustering
Correction ratio 68.4% 63.3% 63.8% 64% 63.5%
TABLE VL TEXT CLUATERING RESULT BASED ON FUZZY SET
Basic Engineering Agricultural Medical and sanitary Information
science science science science science
Wrong articles 2 27 a5 28 0
Correct articles 63 60 &1 9 64
Articles after 88 %0 92 89 9l
clustering
Correction ratio 71.5% 66.7% 66.3% 66.3% 70.3%

We can draw the conclusion through the
experimental result. The pattem clustering can
decrease the dimension to a certain extent, so the
clustering speed and accuracy should be increased.
But the dimension count is still large, so the
implement of the algorithm is difficult still. The
clustering analysis based on fuzzy set can decrease
the complexity of time and space greatly, and reduce
the dimension count. It can improve the speed and
accuracy of text clustering,

VI. Conclusions and Future Work

Recently text mining is an important research area
in information technology. Applying fuzzy technique
to text mining has a lot of content to research. In text
data, some data is certain, also exists much
non-certain data. So the text mining based on fuzzy
technique has great theoretical significance and
practical value. Using several methods included of
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genetic algorithm, fuzzy set and rough set to solve
text classification has an immense research prospect.
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