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ABSTRACT 
T h e  IEEE 802. I 1 MAC protocol i s  the s t a n -  

d a r d  for wireless LANs;  i t  i s  w ide ly  used i n  
tes t hcds a rid s i  m ti I a t io  tis for  w i re I css in t i  1 t i  hop ad 
hoc  networks. However .  th is protocol wiis n o t  
clesigncd for mult ihop networks. Although i t  ciiii 
support  some ad hoc nctwork architecture, i t  i s  
11 o t i i i  t e 11 ded to s U pport t h c w i rc I css rnob i I c :id 
hoc iictwork, in wliicli i i i t i l t ihop connectivity is  oiic 
of the m o s t  prominent fcaturcs. I n  l l i i s  article \vc 
focus on tlic lol lowii ig question: Can llic I E E E  
SO?. I I MAC prolocol f t i i ic t io i i  \vcII iii mu l t ihop  
nct\vorks'? By presenting scvcriil sei- io i is  prohlciiis 
elicotinlcrcd in ;in IEEE 802. I I-l>;isccl i i i t i l t i l iop 
network and revealing the in-c lcpth ciiiize 01' tlicsc 
prohlcms. we conclude t1i;it tlic current version 01' 
t h i s  wireless LAN protocol docs not I'tiiil:tion \vcII 
i n  mul t i hop  a d  hoc n e t w o r k s .  W e  t h u s  r louIi1 
\vhctlicr tlic WaveLAN-I~;rsecl system is  work;ihlc 
;is ;I mohilc ad Iioc tcsthcd. 



AN OVERVIEW OF THE 
IEEE 802.1 1 STANDARD [2] 

Like any 802.x protocol, the 802.11 protocol cov- 
ers the  MAC and physical layers. The  standard 
currently defines a single MAC which interacts 
with three PHYs (all of them running at 1 and 2 
Mbis) as follows: frequency hopping spread spec- 
trum in the 2.4 GHz band, direct sequence spread 
spectrum in the 2.4 GHz band, and infrared. 

The MAC layer defines two different access 
methods, the distributed coordination function 
(DCF) and point coordination function (PCF). 
We  now describe the  DCF in detail (since the  
PCF cannot be used in ad hoc networks, it is not 
described here). 

The basic access mechanism, the DCF, is basi- 
cally a carrier sense multiple access with collision 
avoidance (CSMNCA) mechanism. CSMA pro- 
tocols a re  well known in the industry, the most 
popular being the  Etherne t ,  which is a CSMA 
with collision detection (CSMA/CD) protocol. A 
CSMA protocol works as follows. A station desir- 
ing to transmit senses the medium. If the medium 
is busy (i.e., some other station is transmitting), 
the station defers its transmission to a later time. 
I f  t h e  medium is sensed as free,  t he  station is 
allowed to transmit. These kinds of protocols arc 
very effective when the  medium is not hcavily 
loadcd, since i t  allows stations to transmit with 
minimum delay. But thcrc is always a chance of 
stations simultaneously sensing the medium as 
frec and transmitting at the same timc, causing a 
collision. These collision situations must hc idcn- 
tified so the packets c m  be retransmitted hy the 
MAC laycr, rathcr than by thc upper layers. Thc 
latter case will cause significant delay. In ordcr to 
ovcrconic the collision prohlcni, thc 802.1 I uses a 
CA mcchanisrn couplcd with 21 positive acknowl- 

A station wanting to tr;insniit scnscs the  
nicdium. If tlic medium is husy. it defers. I f  
tlic medium is frec l o r  ii spccificd timc, 
c ii  I I cd t 11 c d ist r i bu t c iI i n  t e r l r  a ni c space  
(IIIFS) i n  the s t a n d a r d ,  the s ta t ion  is 
allowcd to tr:uismi t . 
T h c  receiving s ta t ion  checks  the cyclic 
redundancy check (CRC)  of  the received 
packct and sends an  xknowlcdgment pack- 
c t .  T o  distinguish this M A C  layer ACK 
from tipper Inycr acknowlcdgnicnts, we dcs- 
ignwtc i t  M-ACK. Receipt of  the M-ACK 
indicates t o  the trmsniittcr that no collision 
occurrcd. I f  t l ic  scndcr docs not rcccive thc 
M-ACK, i t  rctransniits tlic franrc until i t  
receives iiii M-ACK o r  throws it away after 
ii given nunihcr of retransmissions. Accord- 
ing t o  thc s tandard ,  ;I maximum of scven 
re t rii n s ni iss io n s  ;i re ;I I1 owe d be f o  re t ti e 
friimc is tlroppcd. 
I n  ordcr to reduce the p r o h a h i l i t y  o f  two sta- 

tions colliding due t o  no t  hearing each othcr, t l ic 
we I 1  -k  n o w n  ..ti idd c n nod e p r o h  I c ni .” t h e s t ;in - 
c l ; ~ r d  dct‘iiics ii virtual CS mechanism: ;I s ta t i on  
iviinting to tr:tnsrnit ;I packet first triinsmits ;I 

(I<‘TS). wl i i c l i  i n c ~ l u t l c s  the hourcc, des t ina t i on .  
xiid d u n t i o n  of ilic intcntlctl p;ickct ; incl  ACK 
t r;ins;ic‘tion. Tlic destination st;ition responds ( i l  

cdSe Scllcnlc, i l S  follows: 

shor1 c o n t r o l  packct  c a l l e d  rcq l les r  t o  send 

the  medium is f ree)  with a response  cont ro l  
Packet called clear to send (CTS), which includes 
the same duration information. 

All o ther  stations receiving either the RTS 
and/or the CTS set their virtual CS indicator, 
called a network allocation vector (NAV),  for 
the  given dura t ion  and  use this in format ion  
together with the physical CS when sensing the 
medium.  T h e  physical layer ca r r i e r  sens ing  
func t ion  is called c lear  channe l  assessment  
(CCA). The  NAV state is combined with CCA 
to indicate the  busy state of the  medium. This 
mechanism reduces  the  probabi l i ty  of t h e  
receiver area collision caused by a station that 
is “hidden” from the  transmitter during RTS 
transmission, because the station overhears the 
CTS and “reserves” the  medium as busy until 
the end of the transaction. The duration infor- 
mation on the RTS also protects the transmit- 
t e r  a r e a  f rom collisions du r ing  the  M-ACK 
( f rom s t a t ions  tha t  a r e  o u t  of r ange  of t h e  
acknowledging station). I t  should also be noted 
that, due to the fact that the RTS and CTS are 
short frames, the mechanism also reduces the  
overhead of collisions, sincc these short trans- 
missions allow faster recognition of collisions 
than would be possible for the transmission of 
an entire packet. 

As we know, besides the hidden node proh- 
lem, wireless packct ne tworks  a l so  facc  t he  
exposed node problem. A hidden node is onc 
tha t  is wi th in  tlic i n t e r f e r ing  r angc  of the  
in tended  des t ina t ion  but  out of t h e  sens ing  
range of the  sender.  Hiddcn nodes can cause 
col 1 is ions o n  d a t ii trans m i ss i o n . Ex pose d nod e s 
a rc  complemen ta ry  t o  h idden  n o d e s .  An 
cxposcd node is onc that is within t h e  sensing 
rangc of thc scndcr  but  o u t  o f  t h e  intcrfcring 
r a n g  of thc destination. I f  cxposcd nodes a r c  
not m i n i ni i zc d ,  t h c ii vii i I ;I I> I e I> ;I n cl w i d t 11 is 
underuti l izcd. t l o w c v c r ,  in thc  S O 2 .  I I MAC 
layer protocol. thcrc is a l m o s t  no scliciiic to 
deal with this prohlcni. ‘This might c i ~ u s c  ;I sei-i- 
o u s  problem when i t  i s  used i n  mult ihop wire- 
less ne tworks .  W c  w i l l  discuss th i s  i n  more  
detail i n  t he  ncst sections. 
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THE SIMULATION ENVIRONMENT 
AND METHODOLOGY 

Before proceeding fui-thcr wc iiccd to introduce 
the sim ti l a  t ion cnvironnicii t and me t hodolog!,. 
The rcsults reported i n  this article iirc hascd on 
si ni u I a t i o n s using t lr c N S 2 ii c t w o  r k si m i i  I i i  t o r 
from Lawrcncc Berkeley National 1-iiI)oratory 
( L B N L )  [ 3 ] ,  w i t h  cxtcns ions  f rom rhc 
M O N A R C H  pro jcc (  ; i t  Carncgic  Mcllon 141. 
Thc extensions include ;I SCI o f  mol)ilc a d  hoc 
nc twork ro ti t i ng pro tocols  ;I l id ; i n  i 111 p lcn ic  n t a -  
tion o f  BSD‘s ARP protocol. :is wel l  ;IS ;in SO?. I I 
MAC laycr and t w o  radio piopag:ition rnoclcls. 
For ni o re  i 11 f o  1-nr at ion aho\i I t 11 is so f l w  ii re . \v c 
refer t he  reader to 1.7, 41. 

The l i n k  layer o f  thc siiiiul~itor implcmcnts 
the complctc IEEE S(I2. I I st:inclard MAC p r o -  
tocol DCF i n  orc l c r  t o  : iccuratcly i i i odc l  the  
contcn t ion  o f  noclcs lor  t h e  \vii.clcsi medium.  
AI I n o t l c s  c o n i  111 U n ic;i t c w i  I li idc 11 t ic;i I. Ii ;I It 
t lup lcx.  wireless i w d i o s  t l i ; i t  ;ire n iodc lcd  afici- 



Figure 1. A string topology 

the commercially available 802.1 I-based Wave- 
Lan wireless radios which have a bandwidth of 
2 Mb/s and a nominal transmission radius of 
250 m. 

With a few exceptions, we chose to keep most of 
the parameters of the simulations used in [4]. The 
following is the description of our simulation setup. 
Each node has a queue (called IFQ) for packets 
awaiting transmission by the network interface that 
holds up to 50 packets and is managed in a drop 
tail fashion. DSR routing protocol was used. 

We consider one type of network topology: a 
string topology with eight nodes (0 through 7) 
as shown in Fig. 1. I t  is a good example  for  
multihop connectivity. Only a portion of the 
nodes  in this ne twork  a r e  involved in each  
exper iment .  T h e  d is tance  be tween any two 
neighboring nodes  is equal  t o  200 m, which 
allows a node to connect only to its neighboring 
nodes .  I n  o t h e r  words ,  on ly  those  nodes  
between which a line exists can directly commu- 
nicate. The same distances between neighbor- 
ing nodes ensure that the nodes act equally in 
the  simulation. Nodes a re  static.  We d o  n o t  
add res s  t h e  link fa i lure  p rob lem,  which is 
caused by mobility. O u r  ta rge t  network is ii 
wireless multihop network, which is thc basis of 
wireless mobile ad hoc networks. 

In this article we use TCP traffic to show the 
problems existing in the MAC layer. We assume 
tha t  these  T C P  connect ions  carry la rge  file 
transfers (i.e., infinite backlog; the TCP sender 
always h a s  da t a  to  send  o u t ) .  Now we o t i c r  
more csplanation of the reason we use TCP in 
this article. 

WHY TCP? 
Fi rs t ~ the Trans 111 i ss io n CO 11 t r o  I P r o  t oco I ( TC 1') 
is the prevaicnt reliable transport protocol uscd 
i n  the In te rnc t  today. To make this network 
function well, TCP must be supported. 

Second, TCP has another important advan- 
tage: i t  can adapt 10 the network condition and 
d o  congestion control.  The re fo re ,  i t  can use 

almost all the available bandwidth without caus- 
ing congestion. We use this feature to examine 
the MAC layer protocol. As mentioned above, 
TCP traffic enlarges the problems of the MAC 
layer protocol. 

Following, we present a brief introduction to 
TCP. I t  is a window-based ACK-clocked flow 
control protocol. (Note that here ACK means a 
TCP layer acknowledgment from a TCP destina- 
tion.) It uses an additive-increaseimultiplicative- 
decrease  s t ra tegy  for  changing  its windows 
according to network conditions. Starting with 
one packet (or a larger value in some TCP ver- 
sions), the window is increased exponentially by 
one packet for every nonduplicate ACK until the 
resource estimate of network capacity is reached. 
This is the slow start (SS) phase, and the capaci- 
ty es t imate  is called the  slow strrrt thr-eshold. 
Once  this th reshold  is reached ,  the  source  
(sender) switches to a slower rate of increase in 
the window by one  packet for every window's 
worth of ACKs. This phase,  called congestion 
avoidatice (CA), aims to slowly probe the net- 
work for any extra bandwidth. Window increase 
will stop when i t  reaches the maximum TCP win- 
dow size, which is defined when thc connection 
starts. Otherwise, window increase is interrupted ,.,.~ 

when ii loss is detected. Either the expiration o f  
ii retransmission timer o r  the reccipt of thrcc 
duplicate ACKs (fast retransmit) could result in 
such a loss. There is little clill'crcncc among dif- 
ferent TCP versions i n  t l ie processing method 
for ii loss. The source supposes that the network 
is i n  congestion ancl sets its es t imate  0 1 '  t h e  
capacity t o  hall the current winrlow. IX.1' l i cno .  
which is now the most poptilai- version. has ;I I;ISI 
rccovc ry algori t Ii 111 to I-et raiisiii i t losses. We wil I 
use this TCI' vari:incc ;IS ;In c u m p l c .  I;OI- mor-c 
i n f o r m i i t i o n  a l > o u t  TCP. plcasc rclcr I O  151 ; i n c l  

tlie rc lcrcnccs therein. 
I n  this ;irticIc w c  present  two problems csist- 

SO?. I I-l>ascd niulliliop wirclcsh ad  
hoc networks. They  arc the TCP instability proh- 
lciii and the  untairncsa pi-oblciii. From the f o r t h -  
coni i ng dcsci- i  pt io 11. we wi  I I d cmo 11s t rii [ e  t I1 ;I t 
these prohlcms arc  r o o t e d  i n  t h e  MAC laye r .  
The I E E E  SO?. I 1  MAC protocol will h e  shown 
to function poorly when i t  is used i i i  ;I multihop 
environment. Alter ;I description o l  c'acli p~-ol>- 
leni. we illustrate its underlying cause b y  sho\v- 
ing the multiple Ixycr tiwccs. 
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THE TCP INSTABILITY 
PROBLEM AND ANALYSIS 
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In  the first set of experiments, we set up a single 
TCP connection between a chosen pair of sendcr 
and rccciver nodcs, and measured the succes- 
sively received packets over the lifetime of the 
connection. The nctwork topology is shown i n  
Fig I .  The TCP session is the only traffic in  that 
nctwork; no background traffic exists. Hence, 
there are no network condition changes i n  the 
whole l ifetime of each experiment.  As men- 
t ioned ear l ier ,  TCP can adaptively adjust its 
transmission rate according to network condi- 
tion. If the network condition does not vary, the 
TCP throughput should stay stable within sonic 
range. More specifically, the Reno TCP version, 
which has a fast  recovery algorithm, should 
achieve more stable throughput than the former 
version, Tahoe. So in each of our experiments 
we expcct steady throughput in the connection 
lifetime. However, this does not seem to be the 
case. In thc following part of this section we use 
a four-hop TCP connection a s  a n  example. Thc 
source nodc is 1, destination nodc 5 .  Thc TCP 
packet size is 1460 bytes. Notc that t he  currcn t  
version o f  NS2 can o n l y  support fiscd-size I'CI' 
packets in  each s in iu la t ion.  This docs not htrrt 
thc universality o f  o u r  coiiclusioiis. 

Figure 2 sIio\vs the rclatcd results. I t  includes 
thrcc small figtires. each illusti-ating the mcasurctl 
t li rough put vari;it ions cI ti ring t lie I i tc t  inic of' oiic 
simulation i-un. The plotted v;ilucs o f  the throupli- 
put ;ire measured over 1 .O s intervals. We coiint 
thc successivelv rcccivcd TCP [xickcts in c;icIi I . ( I  
s iritcrval ancl transfer i t  i n t o  the t h roughpu t  in  
t h a t  iiitcrval. Let us take ;I l o o k  at Fig. 41. In the  
120 s litclinic ol' this connection. there arc 20 
( i i i i c s  when t h e  t h ~ o u g l ~ p t i t  reachcc1 or iic;ircd 
z e r o .  I n  those I . ( I  s i n te rva l s .  i t l n i o s t  no 'I 'C'I '  
packets were sticccssivcly rcccivcd. which iiiciins 

t h a t  TCP performance dcgr:rdctl seriously. Every 
t i m e  after th is .  TCP r e s t a r t e d  usins s l o w  st i l i - [ .  
Sincc only oiic c<)nncction ex is ts  in  lhc cspcr i -  
mcnt. this k i n c l  o f  p a u s e  i h  i i o t  espcctccl. ' l ' h i s  
osci l lat ion caii only I>c explaincc1 by  t h i z  TCI' \lei-- 
sion n o t  working well i n  the IEEE-SO?. I I basctl 
wireless niultiliop nct\vurk. We ~ 1 1 1  this i / i . s r d d i / > ~  
of TCP in this specific kincl of nctwork. T h e  TCI' 
paramct er. known ;IS niiixi iii ti ni window s i x  (iii/i- 
 hit^-). hiis ;in effect on this problcm. As csplaincd 
ahovc. i t  is  the limit o f  the rcal triiiisniissioii w i i i -  

dow size in ;I TCP coiincctioii. 111 l'act. llic TCP 
instability prcihlcni ciin be lcsscned (11- cliniin;itcd 
w i t h  ;I siii;iIlc'r masiiiium window hi7.c. In Fig. Z a  
t h i s  p:ir;inictci- i b  s e i  ;is 3 2 .  Figurc 21) dciiion- 
strafes scriotis oscill;ition with ;I i i~iirt lon.- o f  S a n c l  
a packet size <it' I<hO. 'l'hc results ;iIc hct tcr  tIi:in 
those associ;itcd \villi ii.itrt/oil.- = 32. 11ut the oscil- 
lation i s  s t i l l  vei-y ser ious.  In [lie 110 s l it 'ctimc o f  
this TCI' connect ion.  the (hi-otigliput rc:ichctl 01' 
nciircd zero I6 times! I'igui.c 2c shows tlic c;tsc 
with  i i . i / i t / o i i . -  = 4. N o  ser ious inst:il)ility problcni 
occurs at  t h i s  l c \ ~ c l ,  ,,\l'tcr dcscril>ing i l i czc plic- 
iioiiicii;t. we c~fcci. o u r  ;inalyzis ot the pi-oldcii1. 

13)) ;rn;ilyzing the tr;tccs. ivc f ind [ h i s  problem 
i s  always due to one nodc  f;iiIing to i-c;icIi its 
;icljiiccnt nodc. l'liis triggers it rot i tc I'ailurc. If i t  
is an intcrnicdi;itciI nc)clc. this node d r o p z  ;ill 

6 

0 Data send 0 Data receive X RTS send 0 RTS receive 
f CTS send CTS receive M-Ack send X M-Ack receive 

T Drop 

queued packets (ACK i n  most cascs )  t o  t h a t  
adjacent node and reports ;I route kii lurc to the 
source. Hcre . so~~rce  means tl;it;i picket sotircc: 
e i ther  t h e  TCP scndcr o r  rcceivcr. Al'tcr the 
source reccivcs this message. i t  s tar ts  rou te  clis- 
covcry. Bcforc ii i -oi i tc is i o u i i d .  no d a t ; i  packcl 
citn he sent out. Ustially, th is  c;iiiscs ;I t imcout i n  
the TCP scndcr.  Then t h e  TCI' session h a s  to 
wait hcforc ;I routc hcconics avail;ihlc again. 

Now we will l o o k  a t  tlic c i i t ~ s c  o f  iroiite fail-  
ure, focusing on the case shown i i i  Fig. 21). We 
look into t l ic simulation traces of this 1-1111. This 
1 CI' connection is from noclc I t o  5. As we c;in 
scc i n  t h e  figure. the tlirotigliput I'aIls to ze ro  ;i t  

I I A C C  o f  t h e  l a t te r  ciisc. 13y :in;ilyzing Ilic \iiiiul;i- 
l ion ti~icc. wc liiicl i t  i s  rooted i n  the MAC' 1;iyc.r. 
Node I canno t  irc;icIi iioclc 2 .  AI'tci- iioclc I ti-ich 
to contac t  nodc 2 ; i nc l  I;r11s s c v c i ~  t i n i c h .  ~ h c  
MAC I;iycr reports ;I link hrc;ihagc. Note t h a t  ; I  

limit 01 seven re t r ies i s  de f inc t l  in  1111~1< SO?. I I. 
A p a r t  01' t h e  MAC: I;iyci- packet t race is  h l i o n  I I  
in Fig. .3. In this figure, r l t r ~ i r  nIc;ins . l 'C' l '  piickct 
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' Figure 5. The tliroiglipiit of' two TCP coriiiectioiis with tlvJereiit s e i i d o  aiicl 
receiver; wiiidow- = I .  

or TCP ACK packet. In reference to the MAC 
layer,  they a r e  a11 data  from iiri u p p e r  layer. 
( R e f e r  to [3, 41 f o r  moi'c dctails about implc- 
mentat ion of the I E E E  SO2.  I I MAC layer  in 
NS2 software.) From this figure, we find t h a t  the  
CO I I is i o n ii n d t 11 c ex posed s t ;I t i  o 11 pro  h I c in i n 
node 2 prevent node  I f r o m  rcacliing n o d e  2. 
Since node 2 c a n  s c n w  node 4. i t  has to dcfcr 
when node 4 is sending. The result is that node 2 
c a n n o t  send hack CI'S cvcn i f  i t  receives t h e  
RTS f r o m  node I c o r r e c t l y .  After  f a i l i n g  to 
receive CTS f r o m  node 7 seven t imes ,  node 1 
quits ant1 reports  ;I link hrcakagc to its t ipper 
layer. Then ;I route 1;iiltirc cvcnt occiirs. 

I t  must h e  s t a t e d  tha t .  in ;I CS wireless net- 
w o r k .  t lie i n  tcrfc ring r;i ngc ( a  i i c l  sens i  ng r-angc ) 
i s  t yp ica l l y  l a r g e r  than thc  1-angc t i t  w h i c h  
rcccivcrs iirc willing 10 accept ;I picket I'roiii IIic 
same t ransmi t te r  [h l .  WavcL-AN wircIcs5 systems 
;ire enginccrcd in t h i s  way. T h i s  i s  t h e  retison ;I 

co l l i s i on  occurs a t  n o d e  2 w h c n  nodus I ; i n d  4 
arc sencling a t  t l ic  w m c  time. cvcn t l io~igli nodc 
4 c a n n o t  d i r e c t l y  coiiimt~iiic;itc with node  2. 
Node 2 is within the  interfering range o f  node 4. 

Now, i t  i s  clcar tha t  tlic csposecl station p r o b  
IC in ;I l id CO I I is io ii s p rcvc n t t lie i 11 t c  ri i i  cd i a t  ccl 
noclc f r o m  I-caching i t s  nes t  hop. T h e  r a n d o m  
I~ackofl '  sc l icn ie  usccl i n  t l ic  MAC l aye r  makes  
[ h i s  wo i -se .  S ince higgcr ~ ; I I ; I  p;ickct sizes a n c l  
sending luck-to-luck p ; i ckc t~  Iioth increase t l ic  
cli ;I n c c  o 1' I l i e  i 11 IC r i i i c d  i i i  t c d  n ode l'a i I i lis 10 

o b t a i n  t h e  cI i ; inncI. t h e  node  h i i s  t o  back of l '  ;I 

ranclom t ime  a n c l  try agiiiii. This will inci-casc t l ic 
delay 01' i\CKs it' i t  finally succcccIs. I f  i t  still f a i l s  
a t i c r  s e v e r a l  t i - ich.  ;I l i n k  1irc:ik;igc w i l l  lit 
dcclarcd. .l'hc r e s u l t  i s  :I ireport 01 '  rou te  1':iiItirc. 
T h i s  c\pl;iinh wl iy  l i c i i o  in  I:ig. 2c docs n o t  I ia \~c 
I l i c  i nx ta l i i l i t y  pi-olilcni. ' I ' l ic i i i ; i \ i i i i i im i i i i i i i l ~ c r  
f o r  po4sih lc  l>:iL.L-io-lJ:icL sci ld i i is  i s  l 'o i i r .  -1.hI.s 

might t : i i l  t o  ;iccc<;\ Ilic L,li; i i incl i n  seven t i - i cs .  
'l'hus. 110 rouIc I'iiilurc occurs. 

1-roni t l i c  disc.ii;\>ion 0 1 '  t h i s  1 ~ r o I ) l ~ ~ i i i .  i t  i s  
clc:ir tIi;i1 11l1?1l SO:. I l - l ~ : i scd  i i i ~ i l ~ i l i o p  \ \ i re less  
iict\\,ork;\ ii i iglit ~L I I ' IL~ I  1irom I l ic  hL.riou;\ c\poscd 

grc;it1y reduce.; I l l C  cI1;IIlcc t11;it o r h c r  n o d e s  

nodc problem and collisions. By adjusting one  
parameter in TCP,  i t  is possible to lessen and 
eliminate the TCP instability problem. However, 
the in-depth problems still exist in the  MAC 
layer. We will show another serious problem i n  
this network i n  the nest section, which cannot be 
cl  i  m i n ated by adjust i n g TCP pa rani e tc I-s . 

SERIOUS UNFAIRNESS AND ANALYSIS 
In this section we will csaniine the unfairness prob- 
lems. Our results show that with the IEEE 802.1 1 
MAC layer, simultaneous TCP traffic may suffer 
from severe unfairness, even between connections 
with the same number of hops. This problem is not 
the sarne its the formcr reported TCP unfairness 
problem, which is caused by the difference o f  TCP 
round-trip time. The present issue is rootctl i n  
MAC layer problems in multihop wireless links. In 
our  experiment, one  TCP connection might be 
completely shu t  down even if it starts much earlier 
than the competing TCP traffic. 

We have found several kinds of unfairness 
problems. I n  this article, one simple case is illus- 
trated ;IS iiii example. We call i t  iieigli/mriiig iiode 
oiic4rop u/i/i{i/xcv.s, In e a c h  o f  t h e  experiments 
presented hclow. we set up two TCP connections 
in t he  network shown in Fig I .  The first starts ; i t  

10.0 s, the second 20.0 s later. Wc will cal l  them 

parts o f  t h i s  article. The 
a t  130.0 s. 

Figui-c 4 s h o \ \ b  t he  th~-ot lghl~ut f o r  OW ~ L I I I  01' 
such ;in cspcrimcnt. I n  t h i s  csp - r i n i cn t .  t he  l'irht 
session is fi-om 0 to 4. the  second f rom 7 to 3. ' l l i c  
first schsioii i\; ;I t ivo-l iop 'I'CP. -I'hc t i l - s t  \ c \ s ion  
h a s  ;I tlii-otighptit <)I' :irouiicI 450 kh is  after st:irIiiig 
from 10.0 s. I-Io\\c\:ci-. i t  is completely forc~cd 
CIOWI1 ;Iftcl- t he  sccoIlcI ion sttirts ;it 30.0 s. In  
m o s t  of its lif'ctimc at tcr  .30.0 s. t l ic thi-otrghptit 01. 
the l.irst session i\ zero. Tlicrc i s  not cvcn t i  cIi;iiicc 
f o r  i t  to r e s t a r t .  T h e  :tggrcg:ltc throtlghptlt o f  
thcsc two TCI' connections complctcly hclongs t o  
tlic second scssioii - a r o u n d  020 kb/s in t l ic l i fc- 
t i m e  I'i-oiii 30.0 s to t .W.O s. T h i s  is a l s o  scrioiis 

j k s t  .se.s.rio1r ;tnd . s c ~ c . o r / t /  

Time (s) Node Seq. no. Drop reason 

30.1 504 5 2164 N RTE 

60.42 1 7 6 2164 TOUT 

6 2164 TOUT 61.01 05 

62.2259 6 2164 TOUl 

64.5989 6 2164 TOUT 

69.3867 6 21 64 TOUT 

78.9893 6 21 64 TOUT 

80.6576 5 2164 NRTE 

117.3955 6 2164 TOUT 

130.0000 6 2164 END 

130.0000 6 2164 END 

I Table 1 . 1 ' ( ' / ' / 1 ( 1 ( , k 1 , /  t / / . o / i  ( ~ t ' i i / \  o / ' / / i i f . / f i : \ /  

I.('/' Y t ' V . v / o / /  ; I /  1 / 1 1 .  II ' I  17/11. 



unfairness. The  loser session is completely shut  
down even if it s tx t s  much earlier. 

Note the maximum window size (window-) of 
T C P  in this experiment is set  a t  4. Unlike the 
TCP instability problem, the unfairness problem 
cannot be eliminated by adjusting this parame- 
ter. Since the TCP traffic in the stop-and-go case 
(witidow- = I )  is very simple, it can be used to 
tlcrnoristratc the cause of the unfairness prob- 
lems. For this purpose, we list another example 
with witzdow- = 1. 

The experiment setting is almost completely 
tlic same as that shown in Fig 4, except the value 
of witzriow-. The first TCP session is from node 
6 to 4, the second from 2 to 3. Figure 5 shows 
the  throughput for one  run  of the experiment. 
The first session has a throughput of around 440 
kbis af te r  start ing from 10.0 s. However, it is 
forced completely down after the second session 
starts.  In most of its lifetime after 30.0 s, the  
throughput o f  the first session is zero. There is 
no chance even for i t  to restart. The aggregate 
throughput  of these  two T C P  connections is 
almost completely supplied by the second ses- 
sion - around 900 kbis in the lifetime from 30.0 
s to 130.0 s. To simplify the expression, we call 
this the WI rim in  tlic following statcment. 

Now w c  will explain why this happcns. Figure 
6 illustralcs some o f  t h e  TCP packet events in 
the  W I run. Figure 7 is its zoom. Obviously, 
a l t e r  .70.07 s. no TCP p;ickct o f  t h e  first TCP 
session is tlclivcrcd successively f i - o m  sourcc 
iioclc h to the rcccivcr. Tlic packet with scqucnce 

r arrives ; i t  t h e  dcstination 
i t  is rctr:iiisiiiitted IO tiiiics. 

Note t h a t  i n  NS7. tlic TCP packet size is fixctl in 
one conncction. and the scquencc numhcr liere 
is counted i n  p;ickcts (or segments)  instead of' 
1~y1cs .  A contlcnsccl version of t hc  simulation 
packcl ti-;rccs i h  slio\\ ii i n  T;ihIc I :  o n l y  (11-op 
events :ire listed. In this t:ihle. tlic d r o p  reason 
c o l u m n  lists ilic tc;ison \\.Iiv tlic p; ickci  is 
L I ~ o ~ ~ c c I  - NR'I'E means  no route :ivaiIablc. 
I OUT iiic;iiis packet espirccl. ; i nd  E N D  meiins 
t he  simulation finisticcl. The node a n c l  sequence 
11umhcr columns rcport t h e  node a t  which t he  
cvcn t  o c c l l ~ r c c l  ;Incl 1111' TCI' scq"cI1" numbcr 
of  t l i c  piickct depicted i n  the 
s h o w s  that the rcason fo r  tlie first TCP packet 
d r o p  is 11ic rc)utc fa i l t i re  i n  node  5 .  Since no 
node nio\:cs i n  o u r  simu1:ition. the route failui-c 
sccnis \'cry strange. (We (vi11 explain w h y  this 
1i;ippcns Iwlo \v . )  After the route hilure is rcport- 
cd hack to the source (noclc 6 ) .  ii route discovery 
is triggered. 13clorc it r o u t e  to node 4 is found 
agi1in. t h e  1CI' s o u r c c  Ictr;iiisiiiits t h c  TCI' 
p;ichct a f te r  t imeout.  Tlicy :ire qucticd in  tlic 
11-0 o f  node 0. w;iiting f o r  forwiirding. 7i-hLit is 
\ v h y  i v c  sec sc\,cr;il TCP packets cspircd a n c l  

rciic11cs notlc 4 af ter  ?0.07 5 .  e v e n  aftcl- ;I ro l l tc 
10 ~ ~ o t l c  -1 becomes a\ail;rli lc. This i s  Iicc;rtrsc ;I 

~ O L I  I c l a  i  I LI rc ha ppc nq again \'cry soon. 
N < N .  we \\ill look ; i t  t he  ciiiise o f  route Liilurc. 

13). ;in;iIyziiig t l ic  s i i i ~ ~ ~ l ; i i i o i i  tr;icc. \\'e tinti t 1 i ; i t  
this I x ' o b l c ~ i i i  is roorcd i n  [lie MAC' I ~ y c v .  Node Z 
c;innot rcx.11 node 4. p\ltcr node 5 tricz to contaci 
n o d e  4 a n d  t:iiIs s c \ ~ c i i  iiiiics. i h c  kI/\C' 1;1yc1 
i-cp)ris ;I l i i i k  h r ~ ~ a h : i g ~ ~ .  Notc t1i;it 

tiiiic,> is ;I p;ii-:iii)ctci- dcfinccl i n  I1 

_. 
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Figure 6. P u t  ojtliepacket events oftlie first TCPsessioti it7 the 1Yl 17111, 

window- = 1. 

part of the MAC layer packet trace is shown i n  
Fig. 8. I t  is clear that the major cause of node 5 
failing to reach 4 is the collision. Since nodc 5 can 
sense node 3, i t  has to  defer when node 3 is scnd- 
ing, so it can only scnd out a I ITS when node 3 is 
not sending. The result is that node 5 c:iiinot send 
back CTS even i f  i t  receives the RTS correctly. 
tiowever, the TCP connection from node 2 t o  3 is 
only one hop. Af te r  node 2 rcccivcs t h e  data  
packet (here i t  is ;I TCP ACK) l rom 3. i t  sends 
o u t  ii RTS t o  rcqucst the channel. preparing t o  
send o t i l  irnoilicr TCP packet .  Oncc node .3 
receives this RTS and rcplics with ;I CTS. noclc 3 
starts sending tlie I'CP packcts. Nomia l ly .  tlic s i x  
of this data packci is iiiuch larger tlim the control 

ne1 to node 4. this control packet will espci-icncc 
ii collision ;it n o d e  4. There arc ;Iltogctlicr f ive 

p21ckcts. I f  11odc 5 sclids OUI RTS the chcin- 
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MAC packets dropped at node 4 i n  Fig. 8. Four 
of them are  caused by collisions with the TCP 
data packet from node 2. One is caused by colli- 
sion with the RTS control packet from node 2 
(the middle of thosc five dropped M A C  packets 
at 30.078 s in Fig. 8.) So the o n l y  chance for node 
5 to iiccess the channel to node 4 is by scnding 
out an RTS before node 2 sends out  ;in RTS. 
Notc that this must be after node 3 finishes send- 
ing back the data packet (TCP ACK). The time 
window opening for node 5 t o  ~ C C C S S  the c1i:uincl 
is very small. Also, because the binary cxponcntid 
hackoff schemc in the MAC layer always favors 
t he  last succccding station (node 2 i n  this case) .  
node S hardly wins the contention. After seven 
failures, i t  will quit and report a l ink  hrcakagc to 
its upper layer. Thcn a routc failure event occurs. 

As indicated i n  the last section, i n  ;I CS wire- 
less network the intcrfcring range ( a n d  sensing 
rangc) i s  typically larger than the coiiii i i i iti iciil i()ii 
range (71. This is the reason ;I collision occurs at  
node 4 whcn  node 2 and node 5 arc scnding a t  
the  s;imc t ime. cvcii though n o d e  4 c a n n o t  
dircctly coniniuiiic;ile with node 3 .  Noclc 4 i5 

wi th in  t he  interfci-ing range o f  node 2. 
Wc call this k ind  of u n fa i rncss o / r c 4 r o p  r [ t r / i i i r . -  

/KW.  Notc t h a t  thc distance hctwcen e x l i  pair 0 1  
ncighboring nodes is the s:iiiic (200 111) i n  o u r  him- 
tilation. If the distanccs are not qua l .  the situation 
will he much more complicated. Due to slxicc limi- 
tation. wc do  n o t  discuss such ;I situation licrc. 
Anyway. since one-hop co i i i i cc l i o i i  is t l i c  iiiost 
popiilai- ciisc in ;I wireless ad hoc LAN. i t  is really 
;in important prohlcm tha t  needs to I>c solved. 

Besides onc-hop t i n  fa i 1-ness. t Iic re ;I re ;I 150 

other kinds o f  serious unfa i rness.  T h e  c;itisc of 
r h c m  all is tlic same:  t l ic  MAC layer does n o t  
funct ion \vel 1 i n  iii ti I t i  hop  \vi re less I i  11 ks. 

6 - B d  #+ 
5 < 3 t @ '  ' Lx x x X X 

' v v  v v v 
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tant, i t  can use as much bandwidth as possible 
in the network, it enlarges and intensifies the 
problems in the  MAC layer. In o ther  words, 
even i f  wc d o  not use TCP, the problems still 
exist in the  MAC layer when IEEE 802.1 I is 
used in multihop networks. TCP traffic shows 
the problems existing in the  MAC layer very 
clearly. In fact, these problems appear when the 
traffic load bccomes large enough, even if the 
traffic is not from TCP. 

More specifically, whcn i t  is used i n  21 multi- 
hop network, the  cur ren t  IEEE 502.1 1 MAC 
protocol has the following problems: 

The hidden node Drobleni still exists in niul- 
tihop networks, although the standard has 
paid much attention to  this problem. The 
protocol has defined several schemes t o  deal 
with this, such as physical carrier sensing and 
the RTS/CTS handshake. These schemes 
work well to prevent the hidden node prob- 
lem in a wireless LAN where all nodes can 
sense each other's transmissions. The suffi- 
cient condition for not having hidden nodes 
is: any station that c a n  possibly interfere 
with the reception of ii packet from node A 
to B is within the sensing range 0 1  A.  This 
might he true in iiii 801. I I basic scrvicc set: 
obviously, however. this condition cannot bc 
truc in i i  multihop network. 
'flicrc is no schci i ic i n  this staiidatd I O  dciil 
with the cxposecd node pi-ol~lcn). which \vi11 
he niorc 1i;irmfuI i i i  ;I multihop nctu'ork. 
The 502. I I MAC i s  I>ascd on carriel- scii5iiig. 
i nc l  udi ng t lie phyzica I Iiiyci. zc iisiiig It1 i i c i  ion 
(<.'CA). As \vc kiio\v. ciiri-ici. sciisc wii-clcsx 
network5 arc u5ual ly  ci iginccrccl i i i  such ;I 

way that the  sensing I-iingc ( ; i n c l  intcrfci-ing 
I-angc) is typically Iargci- t h a n  t he  coiiiiiitiiii- 
c i i l i o i i  I-angc [ 121. According to tlic I E E E  
SO?. I I pi-c)tocoI iiiil'lciiieiitatic,n i i i  tlic NS2 
simu1;ition software. which is moclclccl a f ter  
tlic WavcLAN wit-clcss rirtlio. rlic inlei-l'ct-ing 
range and sensing range arc  more than two 
times t he  size of the coiiiiiitiiiic;itioii r;ingc. 

w i I I tl c g  r;i ilc t li c 11 c t W O  I' I, p c  rio I n 1  ;I 11 c c  
scvcrc ly  i n  the niul t ihop cahc.  .l'lic 1;ii-gci- 
intcrt'cring rangc m a k e s  t h e  h i d d e n  node 
problem worse: tlic I;ii-gcr scn5iiig ri i i igc 
intcnsifics the cxp iscd  node pi-ohlcni. 
111 c hi n ;I r y  c xpo 11 c 11 I i ;I I h i i  c k o  1'1' sc  h c iii c 

This wil l c;iusc ti nf'airiicz\. 
protocol is 1101 usctl in i i i u l t i l i o p  networks.  
; i s  iii t h e  typic;il \ \ i r e less  ILAN dclinccl i i i  

tlic IEEE SO?. I I s t ~ l n L l : l l - L l .  
There  mielit also he i i i io t l ic r  factor that coiii- 

-. I lie 1;irgcr sensing a n d  inlcrlci-ing ranges 

a lways f;lvOrs the 1;ltcSl succcssl 'uI  nodc .  



tocol should automatically support these kinds of 
networks, of which multihop connectivity is a n  
important  feature  (if not, why would we need 
routing?). Thus, i t  is better to use the word mu/- 
tihop explicitly when we refer to wireless mobile 
ad hoc networks. 

Recently, several researchers have studied thc 
performance of the MAC layer on multihop net- 
works. Gcrla e/ al. [7, 81 investigated the inipact 
of the MAC protocol on performance of TCP in 
multihop networks. They found that the interac- 
tion between the TCP and MAC laycr backoff 
timers causes severe unfairness and capture con- 
ditions. The  reported unfairness in these two 
papers is slight compared to that in our  article. 
A yield time scheme is proposed to address the 
unfairness problem in 802.1 1; however, this will 
cause the  aggregated throughput  to degrade  
badly. Moreover, we d o  not think this scheme 
can solve the unfairness problem reported in this 
article, since it is not caused by one node captur- 
ing the channel. 

I n  several state-of-the-art published works, a 
so-called fairness problem i n  802.1 1 MAC proto- 
col is addressed [ ( I ,  IO]. This problem is similar 
to the  third o n e  ment ioned  above ,  which i s  
causcd h y  the hackofi scheme i n  802. I 1 .  These 
p a p e r s  propose some fairer hackoff schemes to 
I-cp I ace t h ;i t dc li ncd i i i  t he stand 21 rd. 'This si1 re I y 
will hclp to improvc fairness i n  wireless LANs.  
Howcvcr. they do not  xidress the first two prob- 
lems wc dcscrihcd above. So t hese  proposals 
cannot climin;itc ; i l l  ahovc mentioned problems 
existing i n  802.1 1 M A C  laycr  whcii tisccl i n  ;I 
wireless i i iu l t ihop  network. 

Besides changing t h e  h ; i cko l l  po l i cy ,  other  
po tc  ti t i i i  I I-csol t i t  i o n s  l o r  t licsc proh  IC i n s  111 ight 
i i i c l  tide atlj ti s t  i  rig I Iic i n  I c I-lcri i ig (;I iicl se i i s i  ng ) 
i-;inge. S o m e  schc i i ics  IO Jc;il with t h e  csposccl 

SO?. I I WG incliidc sonic 
nics. l ' hcy  will bc he lp fu l  

t o  address these prthlcnis. hu t  they cannot  eliiii- 
iniitc ;ill of tlicni since tlicy still mcrcly l'ocus on 

Il(IcIc I>~o l l l c i i i  ~ 1 - c  ;IISO I i ~ I ~ ~ t t ~ I .  NOLC that  the l ~ t t -  

CONCLUSIONS 

col when used in ii multihop network. B a w d  o n  
this analysis, we point out the potential direction 
to resolve those problems. 

So we doubt whether the WaveLAN-based 
systems are workable as a mobile ad hoc testbed, 
even if they a r e  only used to  test t h e  rout ing 
protocols. As shown in this article, thc MAC laycr 
problem can cause the routing protocol t o  fail. 
And more efforts on the MAC laycr are needed 
to design a usable wirelcss mobile network. 
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By presenting 

several serious 

pro b /ems 

encountered in 

an IEEE 802.1 I -  
based m ultih o p 

network and 

revealing the 

underlying causes 
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function well in 
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