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#### Abstract

In this paper, we consider a modified two-component Camassa-Holm (MCH2) system which arises in shallow water theory. We analyze the wave breaking mechanism by establishing some new blow-up criteria for this system formulated either on the line or with space-periodic initial condition.
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## 1. Introduction

The two-component Camassa-Holm (CH2) system reads:

$$
\begin{cases}u_{t}-u_{x x t}+3 u u_{x}-2 u_{x} u_{x x}-u u_{x x x}+g \rho \rho_{x}=0, & x \in \mathbb{R}, t>0 \\ \rho_{t}+(\rho u)_{x}=0, & x \in \mathbb{R}, t>0\end{cases}
$$

This system appears initially in [1], and recently Constantin and Ivanov in [2] gave a demonstration about its derivation in view of the fluid shallow water theory from the hydrodynamic point of view. This generalization, similarly to the Camassa-Holm equation, possessed the peakon, multi-kink solutions and the bi-Hamiltonian structure [3,4] and is integrable. Well-posedness and wave breaking mechanism were discussed in [5-7] and the existence of global solutions was analyzed in $[2,6,8]$. Particularly, Guo in the recent paper [8] established a new blow-up criterion via the associated potential where the global existence result leads to a better understanding for this problem.

Obviously, under the constraint of $\rho(x, t)=0$, this system reduces to the Camassa-Holm equation, which was derived physically by Camassa and Holm in [9] by approximating directly the Hamiltonian for Euler's equation in the shallow water region with $u(x, t)$ representing the free surface above a flat bottom. Some satisfactory results have been obtained recently, for instance, see Refs. [10-16]. Moreover, wave breaking criteria for a large class of initial data have been established in [11,14-16]. In [17], Xin and Zhang showed global existence of weak solutions but uniqueness was obtained only under a priori assumption that is known to hold only for initial data $u_{0}(x) \in H^{1}$ such that $u_{0}(x)-u_{0 x x}(x)$ is a sign-definite Random measure. The solitary waves of the Camassa-Holm equation are peaked solitons and are orbitally stable [18]; see also [19] for a very related Rod equation. If $\rho(x, t) \neq 0$, this CH2 system which includes both velocity and density variables in the dynamics is actually an extension of the CH equation. Although possessing peaked solutions in the velocity, the CH2 system does not admit singular solutions in the density profile. Its mathematical properties have been studied further in many works [2-6,20-22]. We note that some other related two-component models appeared in [23-25] were also investigated.

[^0]However, in this paper, we consider the Cauchy problem of the following modified two-component Camassa-Holm (MCH2) system:

$$
\begin{cases}u_{t}-u_{x x t}+3 u u_{x}-2 u_{x} u_{x x}-u u_{x x x}+g \rho \bar{\rho}_{x}=0, & x \in \mathbb{R}, t>0  \tag{1.1}\\ \rho_{t}+(\rho u)_{x}=0, & x \in \mathbb{R}, t>0\end{cases}
$$

where $u$ denotes the velocity field, $g$ is the downward constant acceleration of gravity in applications to shallow water waves, and $\rho=\left(1-\partial_{x}^{2}\right)\left(\bar{\rho}-\bar{\rho}_{0}\right)$, where $\bar{\rho}_{0}$ is taken to be a constant. This MCH2 system does admit peaked solutions in the velocity and average density; we refer this to Ref. [26] for details. There the authors analytically identified the steepening mechanism that allows the singular solutions to emerge from smooth spatially confined initial data. They found that wave breaking in the fluid velocity does not imply singularity in the pointwise density $\rho$ at the point of vertical slope. Some other recent work can be found in $[27,28]$. We find that the MCH2 system is expressed in terms of an averaged or filtered density $\bar{\rho}$ in analogy to the relation between momentum and velocity by setting $\rho=\left(1-\partial_{x}^{2}\right)\left(\bar{\rho}-\bar{\rho}_{0}\right)$, but it may not be integrable unlike the CH 2 system. The characteristic is that it will amount to strengthening the norm for $\bar{\rho}$ from $L^{2}$ to $H^{1}$ in the potential energy term. Note that this MCH2 system is a modified version of the CH2 system to allow a dependence on the average density $\bar{\rho}$ (or depth, in the shallow water interpretation) as well as the pointwise density $\rho$. It is written in terms of velocity $u$ and locally averaged density $\bar{\rho}$. From the geometric points of view, it is defined as geodesic motion on the corresponding semidirect-product Lie group [29] with respect to a certain metric and is given as a set of Euler-Poincaré equations on the dual of the corresponding Lie algebra. In the general case, for a Lagrangian $L(u, \bar{\rho})$, the corresponding semidirect-product Euler-Poincaré equation are written as [30]

$$
\frac{\partial}{\partial t} \frac{\delta L}{\delta u}=-\Lambda_{u} \frac{\delta L}{\delta u}-\frac{\delta L}{\delta \bar{\rho}} \nabla \bar{\rho}, \quad \frac{\partial}{\partial t} \frac{\delta L}{\delta u}=-\Lambda_{u} \frac{\delta L}{\delta \bar{\rho}}
$$

where $\Lambda_{u}(\delta L / \delta u)$ is the Lie derivative of the one-form density $u-u_{x x}=\delta L / \delta u$ with respect to the vector field $u$ and $\Lambda_{u}(\delta L / \delta u)$ is the corresponding Lie derivative of the scalar density $\delta L / \delta \bar{\rho}$. By setting $y=u-u_{x x}, \rho=v-v_{x x}$ and $v=\bar{\rho}-\bar{\rho}_{0}$, we can rewrite the MCH2 system (1.1) as follows:

$$
\begin{cases}y_{t}+u y_{x}+2 y u_{x}=-g\left(v-v_{x x}\right) v_{x}, & x \in \mathbb{R}, t>0  \tag{1.2}\\ \left(v-v_{x x}\right)_{t}+\left(\left(v-v_{x x}\right) u\right)_{x}=0, & x \in \mathbb{R}, t>0\end{cases}
$$

which takes an equivalent form of a quasi-linear evolution equation of hyperbolic type:

$$
\begin{cases}u_{t}+u u_{x}=-\partial_{x}\left(G *\left(u^{2}+\frac{1}{2} u_{x}^{2}+\frac{g}{2} v^{2}-\frac{g}{2} v_{x}^{2}\right)\right), & x \in \mathbb{R}, t>0  \tag{1.3}\\ v_{t}+u v_{x}=-G *\left(\left(u_{x} v_{x}\right)_{x}+u_{x} v\right), & x \in \mathbb{R}, t>0\end{cases}
$$

where the $\operatorname{sign} *$ denotes the spatial convolution, $G$ is the associated Green's function of the operator $\left(1-\partial_{x}^{2}\right)^{-1}$.
What interests us for the MCH2 system is to investigate further formation of singularities of solutions to (1.3) with the case of $g=1$, just for simplicity mathematically.

We now finish this Introduction by outlining the rest of this paper. In Section 2, we recall some preliminary results on well-posedness and blow-up scenario. In Section 3, the detailed blow-up criteria are presented.

## 2. Preliminaries

In this section, for completeness, we recall some elementary results and skip their proofs. Local well-posedness for the MCH2 system can be obtained by Kato's semi-group theory [31]. In [28], the authors gave a detailed description on the well-posedness theorem.

Theorem 2.1 ([28]). Given $X_{0}=\left(u_{0}, v_{0}\right)^{T} \in H^{s} \times H^{s-1}, s \geq 5 / 2$, there exists a maximal $T=T\left(\left\|X_{0}\right\|_{H^{s} \times H^{s-1}}\right)>0$, and $a$ unique solution $X=(u, v)^{T}$ to system (1.3) such that

$$
X=X\left(\cdot, X_{0}\right) \in C\left([0, T) ; H^{s} \times H^{s-1}\right) \cap C^{1}\left([0, T) ; H^{S-1} \times H^{s-2}\right)
$$

Moreover, the solution depends continuously on the initial data, i.e., the mapping

$$
X \rightarrow X\left(\cdot, X_{0}\right): H^{s} \times H^{s-1} \rightarrow C\left([0, T) ; H^{s} \times H^{s-1}\right) \cap C^{1}\left([0, T) ; H^{s-1} \times H^{s-2}\right)
$$

is continuous.
The next result describes the precise blow-up scenario for sufficiently regular solutions to system (1.3).
Theorem 2.2 ([28]). Let $X_{0}=\left(u_{0}, v_{0}\right)^{T} \in H^{s} \times H^{s-1}, s \geq 5 / 2$, and let $T$ be the maximal existence time of the solution $X=(u, v)^{T}$ to system (1.3) with the initial data $X_{0}$. Then the corresponding solution blows up in finite time if and only if

$$
\lim _{t \rightarrow T} \inf _{x \in \mathbb{R}}\left\{u_{x}(x, t)\right\}=-\infty
$$

We also need to introduce the classical particle trajectory method for later use. Consider the following initial value problem

$$
\begin{cases}q_{t}=u(q, t), & x \in \mathbb{R}, 0<t<T \\ q(x, 0)=x, & x \in \mathbb{R}\end{cases}
$$

where $T$ is the lifespan of the solution, then $q$ is a diffeomorphism of the line. Moreover, we know that the map $q(\cdot, t)$ is an increasing diffeomorphism of $\mathbb{R}$ with

$$
\begin{equation*}
q_{x}(x, t)=\exp \left(\int_{0}^{t} u_{x}(q, s) d s\right)>0, \quad(x, t) \in \mathbb{R} \times[0, T) \tag{2.1}
\end{equation*}
$$

After local well-posedness of a strong solution (see Theorem 2.1) is established, a natural question is whether this local solution can exist globally. If the solution exists only in finite time, under what conditions does MCH2 system admit blowup solutions? On the other hand, to find sufficient conditions to guarantee the finite time singularity or global existence is of great interest, especially for sufficient conditions added on certain initial data. The following results will give positive answers.

## 3. Blow-up phenomena

In this section, we pay more attention to the formation of singularities for strong solutions of (1.3). In some previous work, blow-up criteria were usually discussed under some conditions added on the slope of the initial velocity at certain points, the negativity of the initial slope is needed. The following theorems will show that wave breaking is the one way that singularities arise in smooth solutions, and they are different from the previous results for the MCH2 system. We start this section with the following useful lemma.
Lemma 3.1. Let $X_{0}=\left(u_{0}, v_{0}\right)^{T} \in H^{s} \times H^{s-1}, s \geq 2$. $T$ is assumed to be the maximal existence time of the solution $X=(u, v)^{T}$ to system (1.3) corresponding to the initial data $X_{0}$. Then for all $t \in[0, T)$, we have the following conservation law

$$
E(t)=\int_{\mathbb{R}}\left(u^{2}+u_{x}^{2}+v^{2}+v_{x}^{2}\right) \mathrm{d} x
$$

Proof. We will prove that $E(t)$ is a conserved quantity with respect to time variable. Here we use the classical energy method. Multiplying the first equation in (1.1) by $u(x, t)$ and integrating by parts, we obtain

$$
\int_{\mathbb{R}} u u_{t} \mathrm{~d} x+\int_{\mathbb{R}} u_{x} u_{x t} \mathrm{~d} x=-\int_{\mathbb{R}} u v v_{x} \mathrm{~d} x+\int_{\mathbb{R}} u v_{x} v_{x x} \mathrm{~d} x .
$$

Similarly, we have the following identity for the second equation in (1.1)

$$
\int_{\mathbb{R}} v v_{t} \mathrm{~d} x-\int_{\mathbb{R}} v v_{x x t} \mathrm{~d} x=-\int_{\mathbb{R}} v d\left(\left(v-v_{x x}\right) u\right)=\int_{\mathbb{R}}\left(v-v_{x x}\right) u v_{\chi} \mathrm{d} x .
$$

This implies that

$$
\int_{\mathbb{R}} v v_{t} \mathrm{~d} x+\int_{\mathbb{R}} v_{x} v_{x t} \mathrm{~d} x=\int_{\mathbb{R}} u v v_{x} \mathrm{~d} x-\int_{\mathbb{R}} u v_{x} v_{x x} \mathrm{~d} x
$$

Combining the above equalities, we get

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}}\left(u^{2}+u_{x}^{2}+v^{2}+v_{x}^{2}\right) \mathrm{d} x=2 \int_{\mathbb{R}}\left(u u_{t}+u_{x} u_{x t}+v v_{t}+v_{x} v_{x t}\right) \mathrm{d} x=0
$$

Therefore, $E(t)$ is conserved.
Using this conservation law, we obtain

$$
\begin{aligned}
\|u(\cdot, t)\|_{L^{\infty}(\mathbb{R})}^{2}+\|v(\cdot, t)\|_{L^{\infty}(\mathbb{R})}^{2} & \leq \frac{1}{2}\|u\|_{H^{1}(\mathbb{R})}^{2}+\frac{1}{2}\|v\|_{H^{1}(\mathbb{R})}^{2} \\
& =\frac{1}{2}\left(\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2}+\left\|v_{0}\right\|_{H^{1}(\mathbb{R})}^{2}\right)=\frac{1}{2} E_{0}
\end{aligned}
$$

for all $t \in[0, T)$, where $E_{0}$ is the initial value of $E(t)$.
We state our first criterion as follows.
Theorem 3.2. Let $X_{0}=\left(u_{0}, v_{0}\right)^{T} \in H^{s} \times H^{s-1}, s \geq 5 / 2$. Assume that the following inequality holds

$$
\int_{\mathbb{R}} u_{0 x}^{3} \mathrm{~d} x<-\frac{\sqrt{30 E_{0}^{3}}}{4} .
$$

Then the corresponding solution to (1.3) blows up in finite time.

Proof. Differentiating the first equation of (1.3) with respect to $x$, we obtain

$$
\begin{equation*}
u_{x t}+u_{x}^{2}+u u_{x x}+\partial_{x}^{2} G *\left(u^{2}+\frac{u_{x}^{2}}{2}+\frac{v^{2}}{2}-\frac{v_{x}^{2}}{2}\right)=0 \tag{3.1}
\end{equation*}
$$

Applying the relation $\partial_{x}^{2}(G * f)=G * f-f$ to (3.1) yields

$$
\begin{equation*}
u_{x t}+\frac{1}{2} u_{x}^{2}+u u_{x x}+G *\left(u^{2}+\frac{u_{x}^{2}}{2}+\frac{v^{2}}{2}-\frac{v_{x}^{2}}{2}\right)-u^{2}-\frac{v^{2}}{2}+\frac{v_{x}^{2}}{2}=0 \tag{3.2}
\end{equation*}
$$

Let

$$
M(t)=\int_{\mathbb{R}} u_{x}^{3}(x) \mathrm{d} x, \quad t \geq 0
$$

Multiplying (3.2) with $u_{x}^{2}$ and integrating by parts subsequently, we get the equation for $M(t)$ as

$$
\begin{aligned}
\frac{1}{3} \frac{\mathrm{~d} M(t)}{\mathrm{d} t} & =-\frac{1}{2} \int_{\mathbb{R}} u_{x}^{4} \mathrm{~d} x+\frac{1}{3} \int_{\mathbb{R}} u_{x}^{4} \mathrm{~d} x-\int_{\mathbb{R}} u_{x}^{2} G *\left(u^{2}+\frac{u_{x}^{2}}{2}+\frac{v^{2}}{2}-\frac{v_{x}^{2}}{2}\right) \mathrm{d} x+\int_{\mathbb{R}} u_{x}^{2}\left(u^{2}+\frac{v^{2}}{2}-\frac{v_{x}^{2}}{2}\right) \mathrm{d} x \\
& \leq-\frac{1}{6} \int_{\mathbb{R}} u_{x}^{4} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} u^{2} u_{x}^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} u_{x}^{2} G * v_{x}^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} u_{x}^{2} v^{2} \mathrm{~d} x \\
& \leq-\frac{1}{6} \int_{\mathbb{R}} u_{x}^{4} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} u_{x}^{2}\left(u^{2}+v^{2}\right) \mathrm{d} x+\frac{1}{4}\left\|v_{x}^{2}\right\|_{L^{1}} \int_{\mathbb{R}} u_{x}^{2} \mathrm{~d} x
\end{aligned}
$$

where the last step used

$$
\left\|G * v_{x}^{2}\right\|_{L^{\infty}} \leq\|G\|_{L^{\infty}}\left\|v_{x}^{2}\right\|_{L^{1}} \leq \frac{1}{2}\left\|v_{x}^{2}\right\|_{L^{1}}
$$

In view of the invariant property of $E(t)$, we find that

$$
\frac{3}{2} \int_{\mathbb{R}} u_{x}^{2}\left(u^{2}+v^{2}\right) \mathrm{d} x+\frac{3}{4}\left\|v_{x}\right\|_{L^{1}}^{2} \int_{\mathbb{R}} u_{x}^{2} \mathrm{~d} x \leq \frac{3 E_{0}^{2}}{4}+\frac{3 E_{0}^{2}}{16}=\frac{15 E_{0}^{2}}{16}
$$

On the other hand, the Cauchy-Schwarz inequality implies that

$$
\left|\int_{\mathbb{R}} u_{x}^{3} \mathrm{~d} x\right| \leq\left(\int_{\mathbb{R}} u_{x}^{4} \mathrm{~d} x\right)^{1 / 2}\left(\int_{\mathbb{R}} u_{x}^{2} \mathrm{~d} x\right)^{1 / 2}
$$

hence

$$
\int_{\mathbb{R}} u_{x}^{4} \mathrm{~d} x \geq \frac{1}{E_{0}}\left(\int_{\mathbb{R}} u_{x}^{3} \mathrm{~d} x\right)^{2}
$$

Thus we can deduce from the above that

$$
\frac{\mathrm{d} M(t)}{\mathrm{d} t} \leq-\frac{M^{2}}{2 E_{0}}+\frac{15 E_{0}^{2}}{16}
$$

The hypothesis of this theorem and the standard argument on the Riccati type equation ensure that there exists a time $T$ such that

$$
\lim _{t \rightarrow T} \int_{\mathbb{R}} u_{x}^{3} \mathrm{~d} x=-\infty
$$

Since

$$
\int_{\mathbb{R}} u_{x}^{3} \mathrm{~d} x \geq \inf u_{x}(x, t) \int_{\mathbb{R}} u_{x}^{2} \mathrm{~d} x \geq \inf u_{x}(x, t) E_{0}
$$

which shows that

$$
\lim _{t \rightarrow T} \inf _{x \in \mathbb{R}} u_{x}(x, t)=-\infty
$$

We complete the proof.
Motivated by Zhou's recent work [15], we give our second criterion via the associated initial potential.

Theorem 3.3. Suppose $X_{0}=\left(u_{0}, v_{0}\right)^{T} \in H^{s} \times H^{s-1}, s \geq 5 / 2, \rho_{0}\left(x_{0}\right)=v_{0}\left(x_{0}\right)-v_{0 x x}\left(x_{0}\right)$ and $y_{0}\left(x_{0}\right)=u_{0}\left(x_{0}\right)-u_{0 x x}\left(x_{0}\right)$ satisfy $\rho_{0}\left(x_{0}\right)=0$ and $y_{0}\left(x_{0}\right)=0$ respectively. Furthermore,

$$
\int_{-\infty}^{x_{0}} e^{\xi} y_{0}(\xi) \mathrm{d} \xi>\frac{\sqrt{6 E_{0}}}{2} \text { and } \int_{x_{0}}^{\infty} e^{-\xi} y_{0}(\xi) \mathrm{d} \xi<-\frac{\sqrt{6 E_{0}}}{2}
$$

for some point $x_{0} \in \mathbb{R}$. Then the solution to system (1.3) with the initial value $X_{0}$ blows up in finite time.
Proof. Eq. (3.2) in combination with (2.1) gives

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} u_{x}\left(q\left(x_{0}, t\right), t\right) & =\left(u_{x t}+u u_{x x}\right)\left(q\left(x_{0}, t\right), t\right) \\
& \leq \frac{1}{2} u^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{1}{2} u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)+\frac{1}{2} v^{2}\left(q\left(x_{0}, t\right), t\right)+\frac{1}{2}\left(G * v_{x}^{2}\right)\left(q\left(x_{0}, t\right), t\right) \\
& \leq \frac{1}{2} u^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{1}{2} u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)+\frac{1}{4}\|v\|_{H^{1}}^{2}+\frac{1}{4}\left\|v_{x}^{2}\right\|_{L^{1}} \\
& \leq \frac{1}{2} u^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{1}{2} u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)+\frac{1}{2} E_{0}
\end{aligned}
$$

where we used the fact

$$
G *\left(u^{2}+\frac{1}{2} u_{x}^{2}\right) \geq \frac{1}{2} u^{2}(x) .
$$

In order to arrive at our result, we need the following two claims.
Claim 1. $y\left(q\left(x_{0}, t\right), t\right)=0$ for all $t$ in its lifespan.
It is worth noting the equivalent form of the first equation in (1.2) in what follows

$$
\begin{equation*}
y_{t}+2 y u_{x}+y_{x} u+\rho v_{x}=0 \tag{3.3}
\end{equation*}
$$

Applying the particle trajectory method to (3.3) and the second equation in (1.1), we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(y(q(x, t), t) q_{x}^{2}(x, t)\right) & =\left(y_{t}+2 y u_{x}+y_{x} u\right)(q(x, t), t) q_{x}^{2}(x, t) \\
& =-\rho(q(x, t), t) v_{x}(q(x, t), t) q_{x}^{2}(x, t)
\end{aligned}
$$

and

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\rho(q(x, t), t) q_{x}(x, t)\right)=0
$$

which implies that

$$
\rho(q(x, t), t) q_{x}(x, t)=\rho_{0}(x)
$$

Obviously, $\rho\left(q\left(x_{0}, t\right), t\right)=0$ since $\rho_{0}\left(x_{0}\right)=0$ and

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(y\left(q\left(x_{0}, t\right), t\right) q_{x}^{2}\left(x_{0}, t\right)\right)=0
$$

Thus, $y\left(q\left(x_{0}, t\right), t\right) q_{x}^{2}\left(x_{0}, t\right)$ is independent on time $t$. We get by taking $t=0$ without loss of generality

$$
y\left(q\left(x_{0}, t\right), t\right) q_{x}^{2}\left(x_{0}, t\right)=y_{0}\left(x_{0}\right)=0
$$

Therefore, thanks to (2.1) we obtain $y\left(q\left(x_{0}, t\right), t\right)=0$, for all $t$ in its lifespan.
Claim 2. $u^{2}\left(q\left(x_{0}, t\right), t\right)-u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)+E_{0}<0$, on $[0, T)$. Furthermore, $u_{x}\left(q\left(x_{0}, t\right), t\right)<0$ and is strictly decreasing with respect to time, where $T$ is the maximal existence time of the solution.

We will prove it by the method of contradiction. Suppose not, there exists a $t_{0}$ such that $u^{2}\left(q\left(x_{0}, t\right), t\right)+3 E_{0} / 2<$ $u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)$ on $\left[0, t_{0}\right)$ but $u^{2}\left(q\left(x_{0}, t_{0}\right), t_{0}\right)+3 E_{0} / 2 \geq u_{x}^{2}\left(q\left(x_{0}, t_{0}\right), t_{0}\right)$.

Since $y=u-u_{x x}$, then $u(x, t)$ can be given by the convolution $u=G * y$ with $G=\frac{1}{2} e^{-|x|}$, for $x \in \mathbb{R}$, and therefore

$$
u(x, t)=\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{\xi} y(\xi, t) \mathrm{d} \xi+\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-\xi} y(\xi, t) \mathrm{d} \xi
$$

from which we get

$$
u_{x}(x, t)=-\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{\xi} y(\xi, t) \mathrm{d} \xi+\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-\xi} y(\xi, t) \mathrm{d} \xi
$$

Now we consider the problem at point $\left(q\left(x_{0}, t\right), t\right)$, for simplicity let

$$
I=\frac{1}{2} e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} y(\xi, t) \mathrm{d} \xi
$$

Then

$$
\begin{equation*}
\frac{\mathrm{d} I}{\mathrm{~d} t}=-\frac{1}{2} u\left(q\left(x_{0}, t\right), t\right) e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} y(\xi, t) \mathrm{d} \xi+\frac{1}{2} e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} y_{t}(\xi, t) \mathrm{d} \xi \tag{3.4}
\end{equation*}
$$

The first term of (3.4) on the right-hand side yields

$$
\begin{aligned}
- & \frac{1}{2} u\left(q\left(x_{0}, t\right), t\right) e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} y(\xi, t) \mathrm{d} \xi \\
& =-\frac{1}{2} u\left(q\left(x_{0}, t\right), t\right) e^{-q\left(x_{0}, t\right)}\left[\int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi}\left(u+u_{x}\right) \mathrm{d} \xi-e^{q\left(x_{0}, t\right)} u_{x}\left(q\left(x_{0}, t\right), t\right)\right] \\
& =-\frac{1}{2} u^{2}\left(q\left(x_{0}, t\right), t\right)+\frac{1}{2} u\left(q\left(x_{0}, t\right), t\right) u_{x}\left(q\left(x_{0}, t\right), t\right)
\end{aligned}
$$

The second term of (3.4) on the right-hand side in combination with the first equation in (1.2) gives

$$
\begin{aligned}
& \frac{1}{2} e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} y_{t}(\xi, t) \mathrm{d} \xi \\
&=-\frac{1}{2} e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi}\left(y u_{x}+(y u)_{x}+\rho v_{x}\right)(\xi, t) \mathrm{d} \xi \\
&=-\frac{1}{2} u\left(q\left(x_{0}, t\right), t\right) u_{x}\left(q\left(x_{0}, t\right), t\right)+\frac{1}{2} e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi}\left(u^{2}+\frac{1}{2} u_{x}^{2}\right) \mathrm{d} \xi \\
&+\frac{1}{4} u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{1}{2} e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} \rho v_{x} \mathrm{~d} \xi \\
&=-\frac{1}{2} u\left(q\left(x_{0}, t\right), t\right) u_{x}\left(q\left(x_{0}, t\right), t\right)+\frac{1}{2} e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi}\left(u^{2}+\frac{1}{2} u_{x}^{2}\right) \mathrm{d} \xi \\
&+\frac{1}{4} u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{1}{4} v^{2}\left(q\left(x_{0}, t\right), t\right)+\frac{1}{4} v_{x}^{2}\left(q\left(x_{0}, t\right), t\right) \\
&+\frac{1}{4} e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} v^{2}(\xi, t) \mathrm{d} \xi-\frac{1}{4} e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} v_{x}^{2}(\xi, t) \mathrm{d} \xi .
\end{aligned}
$$

Therefore,

$$
\frac{\mathrm{d} I}{\mathrm{~d} t} \geq \frac{1}{4} u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{1}{4} u^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{3 E_{0}}{8},
$$

where we have used the fact

$$
\begin{aligned}
& \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi}\left(u^{2}+u_{x}^{2}\right) \mathrm{d} \xi \geq \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} d u^{2}=e^{q\left(x_{0}, t\right)} u^{2}-\int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} u^{2} \mathrm{~d} \xi \\
& \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi}\left(u^{2}+\frac{1}{2} u_{x}^{2}\right) \mathrm{d} \xi \geq \frac{1}{2} e^{q\left(x_{0}, t\right)} u^{2}\left(q\left(x_{0}, t\right), t\right)
\end{aligned}
$$

Hence combining these inequalities and our hypothesis together, (3.4) reads

$$
\frac{\mathrm{d} I}{\mathrm{~d} t} \geq \frac{1}{4} u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{1}{4} u^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{3 E_{0}}{8}>0, \quad \text { on }\left[0, t_{0}\right),
$$

which implies that $I$ is strictly increasing on time on $\left[0, t_{0}\right.$ ), we will easily get from the continuity property that

$$
\begin{equation*}
e^{-q\left(x_{0}, t_{0}\right)} \int_{-\infty}^{q\left(x_{0}, t_{0}\right)} e^{\xi} y\left(\xi, t_{0}\right) \mathrm{d} \xi>e^{-x_{0}} \int_{-\infty}^{x_{0}} e^{\xi} y_{0}(\xi) \mathrm{d} \xi>e^{-x_{0}} \frac{\sqrt{6 E_{0}}}{2} \tag{3.5}
\end{equation*}
$$

In the following, Let

$$
I I=\frac{1}{2} e^{q\left(x_{0}, t\right)} \int_{q\left(x_{0}, t\right)}^{\infty} e^{-\xi} y(\xi, t) \mathrm{d} \xi
$$

a very similar way as I for II, it follows that

$$
\frac{\mathrm{d} I I}{\mathrm{~d} t} \leq \frac{1}{4} u^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{1}{4} u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)+\frac{3 E_{0}}{8}<0, \quad \text { on }\left[0, t_{0}\right)
$$

Therefore, continuity property yields

$$
\begin{equation*}
e^{q\left(x_{0}, t_{0}\right)} \int_{q\left(x_{0}, t_{0}\right)}^{\infty} e^{-\xi} y\left(\xi, t_{0}\right) \mathrm{d} \xi<e^{x_{0}} \int_{x_{0}}^{\infty} e^{-\xi} y_{0}(\xi) \mathrm{d} \xi<-e^{x_{0}} \frac{\sqrt{6 E_{0}}}{2} \tag{3.6}
\end{equation*}
$$

Summarizing (3.5) and (3.6), we obtain

$$
\begin{aligned}
u_{x}^{2}\left(q\left(x_{0}, t_{0}\right), t_{0}\right)-u^{2}\left(q\left(x_{0}, t_{0}\right), t_{0}\right) & =\left(e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t_{0}\right)} e^{\xi} y\left(\xi, t_{0}\right) \mathrm{d} \xi\right)\left(-e^{q\left(x_{0}, t\right)} \int_{q\left(x_{0}, t_{0}\right)}^{\infty} e^{-\xi} y\left(\xi, t_{0}\right) \mathrm{d} \xi\right) \\
& >\left(e^{-x_{0}} \int_{-\infty}^{x_{0}} e^{\xi} y_{0}(\xi) \mathrm{d} \xi\right)\left(-e^{x_{0}} \int_{x_{0}}^{\infty} e^{-\xi} y_{0}(\xi) \mathrm{d} \xi\right) \\
& =u_{x}^{2}\left(x_{0}, 0\right)-u^{2}\left(x_{0}, 0\right)>\frac{3 E_{0}}{2}
\end{aligned}
$$

This is an obvious contradiction. Therefore, we have

$$
u^{2}\left(q\left(x_{0}, t\right), t\right)-u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)+E_{0}<u^{2}\left(q\left(x_{0}, t\right), t\right)-u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)+3 E_{0} / 2<0, \quad \text { for all } t \in[0, T)
$$

Thus, $u_{x}\left(q\left(x_{0}, t\right), t\right)$ is strictly decreasing. On the other hand

$$
\begin{aligned}
u_{x}\left(q\left(x_{0}, t\right), t\right) & =-\frac{1}{2} e^{-q\left(x_{0}, t\right)} \int_{-\infty}^{q\left(x_{0}, t\right)} e^{\xi} y(\xi, t) \mathrm{d} \xi+\frac{1}{2} e^{q\left(x_{0}, t\right)} \int_{q\left(x_{0}, t\right)}^{\infty} e^{-\xi} y(\xi, t) \mathrm{d} \xi \\
& <-\frac{1}{2} e^{-x_{0}} \int_{-\infty}^{x_{0}} e^{\xi} y_{0}(\xi) \mathrm{d} \xi+\frac{1}{2} e^{x_{0}} \int_{x_{0}}^{\infty} e^{-\xi} y_{0}(\xi) \mathrm{d} \xi
\end{aligned}
$$

Then the initial assumption makes $u_{x}\left(q\left(x_{0}, t\right), t\right)<0$ to be obvious. So our claim is proved.
Now let us denote $W(t)=u_{x}\left(q\left(x_{0}, t\right), t\right)$ for $t \geq 0$, then

$$
\begin{align*}
\frac{\mathrm{d} W(t)}{\mathrm{d} t} & \leq \frac{1}{2} u^{2}\left(q\left(x_{0}, t\right), t\right)-\frac{1}{2} u_{x}^{2}\left(q\left(x_{0}, t\right), t\right)+\frac{E_{0}}{2} \\
& \leq \frac{1}{2}\left(u_{0}^{2}\left(x_{0}\right)-u_{0 x}^{2}\left(x_{0}\right)+E_{0}\right)<0 \tag{3.7}
\end{align*}
$$

Suppose the corresponding solution exists globally in time. Since $W(t)$ is strictly decreasing with the initial assumption $W(0)<0$, there exists a $t_{1}$ such that for all $t>t_{1}$, we have $W(t)<-\sqrt{3 E_{0}}<0$. Thus, (3.7) becomes

$$
\begin{aligned}
\frac{\mathrm{d} W(t)}{\mathrm{d} t} & \leq-\frac{1}{2} W^{2}(t)+\frac{1}{2} u^{2}\left(q\left(x_{0}, t\right), t\right)+\frac{E_{0}}{2} \\
& \leq-\frac{1}{2} W^{2}(t)+\frac{3 E_{0}}{4} \leq-\frac{1}{4} W^{2}(t), \quad \text { for } t \in\left(t_{1}, \infty\right)
\end{aligned}
$$

Solving the above inequality directly, one gets

$$
W(t) \leq \frac{4}{\frac{4}{W\left(t_{1}\right)}+\left(t-t_{1}\right)}
$$

It is easy to observe that $W(t) \rightarrow-\infty$ as $t$ goes to $t_{1}-\frac{4}{W\left(t_{1}\right)}$. This fact implies that the solution does not exist globally, i.e., wave breaking occurs.

Finally, as for time $t_{1}$, we have the following choice. Let us go back to (3.7),

$$
\frac{\mathrm{d} W(t)}{\mathrm{d} t} \leq-\frac{1}{2} W^{2}(t)+\frac{3 E_{0}}{2}
$$

If $W(0)<-\sqrt{3 E_{0}}$, we take $t_{1}=0$. Otherwise, suppose $W(0)>-\sqrt{3 E_{0}}$, and $W\left(t_{1}\right)=-\sqrt{3 E_{0}}$ we obtain by integrating (3.7) from 0 to $t_{1}$,

$$
-\sqrt{3 E_{0}}-W(0) \leq \frac{1}{2}\left(u_{0}^{2}\left(x_{0}\right)-u_{0 x}^{2}\left(x_{0}\right)+E_{0}\right) t_{1}
$$

Consequently, $t_{1} \leq \frac{-2\left(\sqrt{3 E_{0}}+W(0)\right)}{u_{0}^{2}\left(x_{0}\right)-u_{0 x}^{2}\left(x_{0}\right)+E_{0}}$. Therefore, we can choose

$$
t_{1}=\frac{-2\left(\sqrt{3 E_{0}}+W(0)\right)}{u_{0}^{2}\left(x_{0}\right)-u_{0 x}^{2}\left(x_{0}\right)+E_{0}}
$$

This completes the proof of the theorem.
Throughout this paper, let $\mathbb{S}:=\mathbb{R} / \mathbb{Z}$ be the unit circle. Now our attention is drew to show wave breaking may occur for the periodic case. The definition of periodicity is the same to the Camassa-Holm equation; here we ignore its detailed description. We investigate sufficient conditions which guarantee the existence of finite time singularities of strong solutions for the periodic case.

Theorem 3.4. Suppose $X_{0}=\left(u_{0}, v_{0}\right)^{T} \in H^{s} \times H^{s-1}, s \geq 5 / 2$ is the initial data. Suppose that there exists $x_{0} \in \mathbb{S}$, such that

$$
u_{0}^{\prime}\left(x_{0}\right)<-\sqrt{2}\left(\left(2-C_{0}\right) C_{1} E_{0}\right)^{1 / 2}
$$

where

$$
\begin{aligned}
& C_{0}=\frac{1}{2}+\frac{\arctan (\sinh (1 / 2))}{2 \sinh (1 / 2)+2 \arctan (\sinh (1 / 2)) \sinh ^{2}(1 / 2)} \\
& C_{1}=\frac{\cosh (1 / 2)}{2 \sinh (1 / 2)}
\end{aligned}
$$

Then the corresponding solution to system (1.3) with the initial data $X_{0}$ blows up in finite time, while the solution itself still remains uniformly bounded in its lifespan.

Proof. Let

$$
m(t):=\inf _{x \in \mathbb{S}} u_{x}(x, t)=u_{x}(\xi(t), t), \quad t \in[0, T)
$$

Clearly, $u_{x x}(\xi(t), t)=0$, and from (3.2) we find

$$
\begin{aligned}
\frac{\mathrm{d} m(t)}{\mathrm{d} t}= & -\frac{1}{2} m^{2}(t)+u^{2}(\xi(t), t)-\left(G *\left(u^{2}+\frac{u_{x}^{2}}{2}\right)\right)(\xi(t), t)-\frac{1}{2}\left(G * v^{2}\right)(\xi(t), t) \\
& +\frac{1}{2}\left(G * v_{x}^{2}\right)(\xi(t), t)+\frac{1}{2} v^{2}(\xi(t), t)-\frac{1}{2} v_{x}^{2}(\xi(t), t), \quad \text { a.e. }(0, T)
\end{aligned}
$$

First, we have the Sobolev inequality due to [32]

$$
G *\left(u^{2}+\frac{u_{x}^{2}}{2}\right) \geq C_{0} u^{2}(x)
$$

where $C_{0}$ is the optimal constant and the function $G(x)$ is given by

$$
G(x)=\frac{\cosh (x-[x]-1 / 2)}{2 \sinh (1 / 2)}
$$

Furthermore, in [16], Zhou has proved that

$$
\|u\|_{L^{\infty}(\mathbb{S})}^{2} \leq C_{1}\|u\|_{H^{1}(\mathbb{S})}^{2}
$$

Combining the above inequalities, we obtain

$$
\begin{align*}
\frac{\mathrm{d} m(t)}{\mathrm{d} t} & \leq-\frac{1}{2} m^{2}(t)+\left(1-C_{0}\right) u^{2}(\xi(t), t)+\frac{1}{2}\left(G * v_{x}^{2}\right)(\xi(t), t)+\frac{1}{2} v^{2}(\xi(t), t) \\
& \leq-\frac{1}{2} m^{2}(t)+\left(1-C_{0}\right) C_{1}\|u\|_{H^{1}(\mathbb{S})}^{2}+\frac{1}{2}\|G\|_{L^{\infty}(\mathbb{S})}\left\|v_{x}\right\|_{L^{1}(\mathbb{S})}^{2}+\frac{1}{2}\|v\|_{L^{\infty}(\mathbb{S})}^{2} \\
& \leq-\frac{1}{2} m^{2}(t)+\left(1-C_{0}\right) C_{1}\|u\|_{H^{1}(\mathbb{S})}^{2}+\frac{1}{2} C_{1} E_{0}+\frac{1}{2} C_{1} E_{0} \\
& \leq-\frac{1}{2} m^{2}(t)+\left(\left(2-C_{0}\right) C_{1}\right) E_{0}, \tag{3.8}
\end{align*}
$$

where we have used the fact

$$
\frac{1}{2 \sinh (1 / 2)} \leq G(x) \leq \frac{\cosh (1 / 2)}{2 \sinh (1 / 2)}
$$

Using the notation

$$
C_{2}=2\left(\left(2-C_{0}\right) C_{1}\right) E_{0},
$$

we have

$$
\frac{\mathrm{d} m(t)}{\mathrm{d} t} \leq-\frac{1}{2}\left(m^{2}(t)-C_{2}\right)
$$

In view of the initial condition, it is not difficult to obtain $\frac{\mathrm{d} m(t)}{\mathrm{d} t} \leq \frac{\delta-1}{2} m^{2}(t)$, with $0<\delta<1$ determined by $\delta m^{2}(0)=C_{2}$. Then, by using standard arguments for this type of equations, it is easy to conclude that the lifespan of the solution is finite. Furthermore, the lifespan $T$ can be estimated as

$$
T \leq \frac{2}{m(0)(\delta-1)}
$$

Therefore, we complete the proof.
Theorem 3.5. Assume that $X_{0}=\left(u_{0}, v_{0}\right)^{T} \in H^{s} \times H^{s-1}, s \geq 5 / 2$ is the initial data. Suppose that there exists $x_{0} \in \mathbb{S}$, such that

$$
u_{0}^{\prime}\left(x_{0}\right)<-\sqrt{2}\left(\left(\frac{3}{2}+\frac{C_{1}}{2}-C_{0}\right) K_{0}\right)^{1 / 2}
$$

where the constants $C_{0}$ and $C_{1}$ are the same as above and

$$
K_{0}=\left(\int_{\mathbb{S}} u_{0}(x) \mathrm{d} x\right)^{2}+E_{0}
$$

Then the corresponding solution to system (1.3) only exists in finite time, i.e., wave breaking occurs.
Proof. It is easy to know that $\int_{\mathbb{S}} u(x, t) \mathrm{d} x$ and $\int_{\mathbb{S}} v(x, t) \mathrm{d} x$ are also invariants with respect to time $t$. We apply the known results in [16] to the estimates for $u(x, t)$ and $v(x, t)$. There it was proved that

$$
\|f(x)\|_{L^{\infty}(\mathbb{S})}^{2} \leq\left(\int_{\mathbb{S}} f(x) \mathrm{d} x\right)^{2}+\|f(x)\|_{H^{1}(\mathbb{S})}^{2}
$$

for any function $f \in H^{2}(\mathbb{S})$. Then we have

$$
\begin{align*}
\|u(x, t)\|_{L^{\infty}(\mathbb{S})}^{2} & \leq\left(\int_{\mathbb{S}} u(x, t) \mathrm{d} x\right)^{2}+\|u(x)\|_{H^{1}(\mathbb{S})}^{2} \\
& <\left(\int_{\mathbb{S}} u_{0}(x) \mathrm{d} x\right)^{2}+E_{0}=K_{0} \tag{3.9}
\end{align*}
$$

and

$$
\begin{equation*}
\|v(x, t)\|_{L^{\infty}(\mathbb{S})}^{2}<K_{0} \tag{3.10}
\end{equation*}
$$

Therefore, Theorem 3.5 can be easily proved by using (3.9) and (3.10) in the first inequality of (3.8) instead of $\|u(x, t)\|_{L^{\infty}(\mathbb{S})}^{2} \leq$ $C_{1}\|u(x, t)\|_{H^{1}(\mathbb{S})}^{2}<C_{1} E_{0}$.

Remark 3.6. We applied the different estimates to $u(x, t)$ and $v(x, t)$ in Theorems 3.4 and 3.5. Very similar to [8], we can also take some interesting examples to show the application of the above two theorems, the ultimate purpose is to show that they make sense and are also different. In order to make this paper concision, we are not going to repeat them, the readers who are interested in it are referred to [8] for details.

Recently, Henry [20] proved the infinite propagation speed by establishing a detailed description on the profile of the corresponding solution with compactly supported initial datum for the CH2 system. However, for the MCH2 system, this modification can't allow us to apply the method in [13] to show the propagation speed, and we also do not know whether or not the solutions can exist globally in time. Therefore, these problems are still open and worthy of being investigated in the future.

## Acknowledgments

This work is partially supported by the Zhejiang Innovation Project (Grant No. T200905), ZJNSF (Grant No. R6090109), NSFC (Grant No. 10971197) and SSSTC Project (No. EG19-032009). The authors would like to thank the advisor Professor Yong Zhou for the guidance. Thanks are also given to the referee for his careful reading and suggestions.

## References

[1] P. Olver, P. Rosenau, Tri-Hamiltonian duality between solitons and solitary-wave solutions having compact support, Phys. Rev. E53 (1996) 1900-1906.
[2] A. Constantin, R. Ivanov, On an integrable two-component Camassa-Holm shallow water system, Phys. Lett. A 372 (2008) $7129-7132$.
[3] M. Chen, S. Liu, Y. Zhang, A two-component generalization of the Camassa-Holm equation and its solutions, Lett. Math. Phys. 75 (2006) 1-15.
[4] G. Falqui, On a Camassa-Holm type equation with two dependent variables, J. Phys. A 39 (2006) 327-342.
[5] J. Escher, O. Lechtenfeld, Z. Yin, Well-posedness and blow-up phenomena for the 2-component Camassa-Holm equation, Discrete Contin. Dyn. Syst. 19 (2007) 493-513.
[6] G. Gui, Y. Liu, On the global existence and wave-breaking criteria for the two-component Camassa-Holm system, J. Funct. Anal. 258 (2010) $4251-4278$.
[7] Z. Guo, Y. Zhou, On solutions to a two-component generalized Camassa-Holm equation, Stud. Appl. Math. 124 (2010) 307-322.
[8] Z. Guo, Blow-up and global solutions to a new integrable model with two components, J. Math. Anal. Appl. 372 (2010) 316-327.
[9] R. Camassa, D. Holm, An integrable shallow water equation with peaked solitons, Phys. Rev. Lett. 71 (1993) 1661-1664.
[10] A. Bressan, A. Constantin, Global conservative solutions of the Camassa-Holm equation, Arch. Ration. Mech. Anal. 183 (2007) 215-239.
[11] A. Constantin, J. Escher, Well-posedness, global existence, and blowup phenomena for a periodic quasi-linear hyperbolic equation, Commun. Pure Appl. Math. 51 (1998) 475-504.
[12] Z. Guo, Blow up, global existence, and infinite propagation speed for the weakly dissipative Camassa-Holm equation, J. Math. Phys. 49 (2008) 033516. 9pp.
[13] A. Himonas, G. Misiołek, G. Ponce, Y. Zhou, Persistence properties and unique continuation of solutions of the Camassa-Holm equation, Commun. Math. Phys. 271 (2007) 511-522.
[14] H.P. McKean, Breakdown of a shallow water equation, Asian J. Math. 2 (1998) 767-774.
[15] Y. Zhou, Wave breaking for a shallow water equation, Nonlinear Anal. 57 (2004) 137-152.
[16] Y. Zhou, Wave breaking for a periodic shallow water equation, J. Math. Anal. Appl. 290 (2004) 591-604.
[17] Z. Xin, P. Zhang, On the weak solutions to a shallow water equation, Commun. Pure Appl. Math. 53 (2000) 1411-1433.
[18] A. Constantin, W. Strauss, Stability of peakons, Commun. Pure Appl. Math. 53 (2000) 603-610.
[19] Y. Zhou, Stability of solitary waves for a rod equation, Chaos Solitons Fractals 21 (2004) 977-981.
[20] D. Henry, Infinite propagation speed for a two component Camassa-Holm equation, Discrete Contin. Dyn. Syst. Ser. B 12 (2009) $597-606$.
[21] O.G. Mustafa, On smooth traveling waves of an integrable two-component Camassa-Holm shallow water system, Wave Motion 46 (2009) $397-402$.
[22] P. Zhang, Y. Liu, Stability of solitary waves and wave-breaking phenomena for the two-component Camassa-Holm system, Int. Math. Res. Not. (2010) 1981-2021.
[23] L. Jin, Z. Guo, On a two-component Degasperis-Procesi shallow water system, Nonlinear Analysis RWA 11 (2010) 4164-4173.
[24] L. Ni, The Cauchy problem for a two-component generalized $\theta$-equations, Nonlinear Anal. 73 (2010) 1338-1349.
[25] M. Wunsch, The generalized Hunter-Saxton system, SIAM J. Math. Anal. 42 (2010) 1286-1304.
[26] D. Holm, L.Ó. Náraigh, C. Tronci, Singular solutions of a modified two-component Camassa-Holm equation, Phys. Rev. E 3 (79) (2009) 016601. 13pp.
[27] Y. Fu, Y. Liu, C. Qu, Well-posedness and blow-up solution for a modified two-component periodic Camassa-Holm system with peakons, Math. Ann. 348 (2010) 415-448.
[28] C. Guan, K.H. Karlsen, Z. Yin, Well-posedness and blow-up phenomena for a modified two-component Camassa-Holm equation, Nonlinear partial differential equations and hyperbolic wave phenomena, in: Contemp. Math., vol. 526, Amer. Math. Soc., Providence, RI, 2010, pp. 199-220.
[29] J. Marsden, T. Ratiu, Introduction to mechanics and symmetry. A basic exposition of classical mechanical systems, Second ed., in: Texts in Applied Mathematics, vol. 17, Springer-Verlag, New York, 1999, xviii +582.
[30] D. Holm, J. Marsden, T. Ratiu, The Euler-Poincaré equations and semidirect products with applications to continuum theories, Adv. Math. 137 (1998) 1-81.
[31] T. Kato, Quasi-linear equations of evolution with application to partial differential equations, in: Spectral Theory and Differential Equations (Proc. Sympos., Dundee, 1974; dedicated to Konrad Jörgens), in: Lecture Notes in Math., vol. 448, Springer, Berlin, 1975, pp. 25-70.
[32] Y. Zhou, Blow-up of solutions to a nonlinear dispersive rod equation, Calc. Var. Partial Differential Equations 25 (2006) 63-77.


[^0]:    * Corresponding author.

    E-mail addresses: gzgmath@gmail.com (Z. Guo), zhumingxuan587@gmail.com (M. Zhu), ni.lidiao@gmail.com (L. Ni).

